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Abstract: The purpose: Applying different techniques of classification to osteoporotic bone 

tissue texture analysis, exploring the recognition rate of the different classification methods.  

 

Methods: Using gray-level co-occurrence matrix (GLCM) and running a length matrix 

texture analysis to extract bone tissue slice image characteristic parameters, and to classify 

respectively 4 and 10 microscope images of the two groups: the sham (SHAM) and the 

ovariectomized (OVX) group image.  

 

Results: The metric support vector machine (SVM) classification algorithm, based on SVM 

learning or recognition rate, was higher than the stand-alone measure, and the classification 

results were stable.  

 

Conclusion: Measurement of the SVM classification algorithm for osteoporotic bone slices 

texture analysis revealed a high recognition rate. 

 

Keywords: Osteoporosis, Texture analysis, Information-theoretic metric learning (ITML), 

Support vector machine (SVM). 

 

Introduction 
In 2013, there were more than two hundred million members of the population over 60 years 

old in China. The study showed that the morbidity rate of osteoporosis among males and 

females aged 60-69 was 33% and 73.8% respectively, and among 70-79 year olds it was 

55.6% and 89.7% respectively. The osteoporosis fracture has become a significant social and 

health problem with definite pathological, physiological and economic consequences. It is 

therefore very urgent to carry out early warning testing and diagnosis of osteoporosis, with 

related effective interventions and treatments as well. 
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The World Health Organization (WHO) defines osteoporosis as “the system for metabolic 

bone diseases”, with characteristics of “low bone mass” and “degeneration of bone 

microarchitecture”, which leads to increasing osteopsathyrosis [12]. This definition 

emphasizes the bone mass, paying more attention to the quality of the bones, such as the 

microarchitecture of the bones. The definition of bone microarchitecture is the connection 

degree between the three-dimensional construction of bone trabecular and the trabecular.  

The bone trabecular are highly complex, anisotropic materials, which could bear the different 

sized tensile and compressive stresses [13]. Studying the anisotropy of the bone trabecular is 

the key to the accuracy of the biomechanical analysis [6, 11], which reflects the problems of 

the consistency of bone trabecular. Similarly, compared with the bone mineral density 

(BMD), which would be the determinant of the osteopsathyrosis [1, 8], the changes of 

trabecular microarchitecture are more sensitive. The traditional bone histomorphometry is one 

of the gold standards in quantitative analysis of bone microarchitecture [9]. On account of the 

principles of stereology, this method utilizes the two-dimensional image to calculate the 

related parameters of bone microarchitecture, which would observe and measure 

scientifically, the morphological changes of the quality level of bone tissue (bone structure) 

and the quantity (bone mass) [3]. Due to the drifting structural pattern of bones [15], 

traditional bone histomorphometry cannot determine the anisotropic structure, because it is 

difficult to reflect the stereo-chemical structure of the bone trabecular. However, the 

morphometry of the two-dimensional biopsy could obtain the kinetic parameters of the bone 

tissues, which would provide the dynamic information of the bone histology regarding the 

bone remodeling and construction. All of these parameters could not be achieved by the 

morphometry of a three-dimensional biopsy unless an invasive computed tomographic (CT) 

microscope were used. The use of the micro CT and magnetic resonance imaging (MRI) have 

been limited by the various imaging conditions, using the standard contradictions and the 

expensive cost. These machines have determined that bone histomorphometry is an 

irreplaceable field of research with many clinical applications. On that account, based on bone 

histomorphometry, exploring a more convenient and objective technological means that can 

better evaluate bone trabecular anisotropic characteristics is the most important area of study 

in the osteoporosis field. 

 

The image processing techniques were used to extract the texture characteristic parameters 

and the quantitative or qualitative description. From this, the texture analysis could analyze 

the image in the region of the image (many pixels). Image texture analysis has been widely 

used in medical imaging, especially for the image processing of MRIs of the brain [7, 18]. 

Also, some scholars have incorporated texture analysis into the imaging diagnosis of 

osteoporosis [10, 16], but do not involve it in the field of bone histomorphometry. According 

to the previous research [17], texture analysis could distinguish between rats with 

osteoporosis, without the ovary and bone tissue, and normal rats, which demonstrates it as an 

effective analysis technique. At the same time, under the four-time mirror, regions of interest 

(ROI) were extracted (Fig. 1), and then the texture features at the ROI area of 0°, 45°, 90°, 

135° were extracted by choosing the co-occurrence and run-length matrix methods.  

The results in [2] show that there are significant differences in the texture parameters between 

the rats with osteoporosis, without ovary and bone tissue, and the normal rats  

(p < 0.05). Based on previous studies, the research obtained the texture characteristics by 

using the co-occurrence and run-length matrix, and then classified the texture characteristics 

according to the different classification techniques to discuss the recognition rate of different 

algorithms. 

 

Fig. 1 and Fig. 2 show bone tissue slices.  
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Fig. 1 Normal biopsy samples (left)  

and OVX slice (right) under 4 magnification 

 

         

Fig. 2 Normal biopsy samples (left)  

and OVX slice (right) under 10 magnification  

 

Materials and methods 

Animals for the experiment and data sources 
The rats used were 3-month-old female SD rats, whose average weight was 250.1 g and the 

test time was 90 days. The rats were randomly divided into two groups: (1) sham group 

(SHAM group), (2) ovariectomized (OVX group). The specific grouping of samples is shown 

in Table 1. At the end of the testing phase, the rats were sacrificed under sterile conditions. 

Soft tissues were removed and weighed and the right tibiae were removed for bone 

histomorphometry. A semi-automatic digitizing image analysis system (Osteometrics, Inc. 

Decatur, GA, USA) was used for quantitative bone histomorphometric measurements.  

To avoid the primary spongiosa, the proximal tibial metaphysis region of interest was 

cancellous bone between 1 and 4 mm distal to the growth plate-epiphyseal junction.  

The regions above were selected as ROI areas for texture analysis. The omitted 1 mm region 

to the growth plate excluded the primary spongiosa. Bone tissue sections were directly 

observed and photographed under the microscope at 4 and 10 magnification. Using the 

GLCM (co-occurrence matrix) and run length matrix (run-length matrix) methods the ROI 

texture features in the 0°, 45°, 90°, 135° directions were extracted to obtain 15 characteristic 

parameters [17], such as entropy, contrast, factors and so on. These characteristic parameters 

were applied to a classification metric SVM to provide a classification algorithm. 
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Table 1. Data sample case 

Group  Microscope 4  Microscope 10 

SHAM  16  47 

OVX  11  40 

 

Classical classification algorithms 

Support vector machine 
SVM aims to find an optimal hyper plane to minimize global structural risk [4, 14].  

This hyper plane can be represented as T 0w x b  , where: 
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Currently, within the existing classification algorithms, SVM is the most suitable algorithm 

for solving binary classification problems, especially in the case of small, nonlinear and 

highly dimensional samples.  

 

Due to the fact that SVM has a strong generalization capability, it is the most commonly used 

classification algorithm in many practical applications. This is also the basic motivation for us 

to choose SVM as the base classification algorithm.  

 

SVMs have been researched and documented thoroughly in the literature. For the 

classification of small samples, the authors found that tested linear SVM (Linear-SVM) 

classification to be the best method. Therefore, in this paper, the results provided only Linear-

SVM for classification. 

 

Metric learning 
Metric learning is an important branch of machine learning. It is used to calculate a metric 

space which can minimize the distance within the class and maximize the distance between 

classes.  

 

Given a transformation matrix L, the mahalanobis distance between ix  and 
jx  can be 

represented as: 

 
T T T( , ) ( ) ( )L i j i j i jS x x Lx Lx x L Lx    (2) 

 

The learning transformation matrix L is equivalent to the learning mahalanobis matrix 
TM L L . 

 

The most common metric learning algorithm, named information theoretic metric learning 

(ITML), was proposed by Davis et al. in 2007 [5]. For a given metric 1A , the distribution of 

the samples under the metric space generated by 2A  is fixed.  

 



 INT. J. BIOAUTOMATION, 2016, 20(2), 253-264 
 

257 

If 1A  is replaced by 2 ,A  the distribution will change. The KL-divergence between 

distributions generated by 1A  and 2A can be represented as: 

 

1
1 2 1

2

( ; , )
( ( ; , ) || ( ; , )) ( ; , ) log

( ; , )

p x m A
KL p x m A p x m A p x m A dx

p x m A
  .  (3) 

 

The optimal metric space generated by A can be minimized 0( ( ; , ) || ( ; , ))KL p x m A p x m A . 

When calculated, A is equivalent to the minimum 
1 2( , )D A A , where:   

 
T( , ) ( ) ( ) ( ) ( )D x y x y x y y        .  (4) 

 

The ITML algorithm is described as follows: 

Algorithm: ITML 

Input: 
*X d nR , S: Collection of pair points within class, D: Collection 

of pair points between classes, e: Threshold 

Output: W 
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       Compute Cholesky-decomposition: 
T TLL I ww   

       T

1t tW L W   

3. Return W 

  

Support vector machine based on metric learning 
Linear-SVM was proposed in [19]. The basic motivation is to combine metric learning with 

SVM. 

 

Combining Eq. (1) and Eq. (2), we can obtain the following optimization problem: 
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where 
*L  is the optimal metric and * *( , )w b  is the optimal hyper plane. 

 

This optimization problem can be solved by gradient descent:  
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Linear Metric learning with SVM (L-MSVM) algorithm is described as follows: 

 

Algorithm: L-MSVM 

Input: Dataset:{ , } 1n
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break 

 

Results and discussion 

In this experiment, firstly GLCM was used and a length matrix was run to extract texture 

features from the microscope image at 4 and 10 magnifications. From the texture analysis 
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15 characteristic parameters were obtained, such as entropy, contrast, and factors and so on. 

Then, the two-samples were used to screen significant differences from two sets of  

15 parameters. T-test selection parameters, as well as specific differences in the number of 

parameters, are as shown in Table 2. 

 

Table 2. Parameters showing differences 

Group (number) Parameter 

Group 4 (13) 

Angular second moment, contrast, square and 

deficit moments, and variance, entropy, and 

entropy, difference entropy, run length 

nonuniformity factor, difference variance, 

intensity inhomogeneity factor, long-run factors, 

short-run factors 

Group 10 (6) 
Deficit moment, sum entropy, entropy, 

difference entropy, short run factor 

 

To study the combined results of different classification algorithms, the experimental data was 

grouped. In the first experiment, after obtaining the filtered texture parameters, the three 

methods of linear SVM, ITML and L-MSVM were used directly to classify 10 times without 

a screening phase. Fig. 3 shows the results obtained: 

 

 

Fig. 3 The classified results without selection feature parameters 

 

In the second case, significant difference parameters from the texture parameters were 

obtained with a two-sample T-test method, and then the significant difference parameters 

were classified 10 times, to obtain the characteristic parameters by the three methods.  

The classification results obtained are shown in Fig. 4. 

 

 

Fig. 4 The classification results of selection features parameters 



 INT. J. BIOAUTOMATION, 2016, 20(2), 253-264 
 

260 

From Figs. 3 and 4, it is clear that the classification accuracy based upon SVM measurement 

technology was the highest and most stable. The accuracy of just SVM and ITML was 

relatively lower and the experimental results were volatile. 

 

Table 3 shows the mean value of the classification results before and after the selection of the 

characteristic parameters. 

 

Table 3. The mean value for each experiment 10 times 

 Before selection 

of parameters  

4 magnification 

After selection  

of parameters  

4 magnification 

Before selection  

of parameters  

10 magnification 

After selection 

of parameters  

10 magnification 

Linear-SVM 70.71% 71.09% 87.49% 89.08% 

ITML 82.16% 82.00% 85.17% 92.52% 

L-MSVM 90.89% 89.68% 94.77% 93.46% 

 

As can be seen from Table 3, the overall accuracy rate of the results of the classification 

parameters under 4 magnification was lower than the result obtained under  

10 magnification. In the four experiments of the three methods, the accuracy rate of the 

SVM classification algorithm based on the metrics was highest. 

 

Another study of this experiment was to compare whether the image feature selection had a 

direct impact on the classification results. As can be seen from Table 3 and Fig. 4,  

the classification results from before and after the selection under 4 magnification did not 

exhibit great difference. However, after feature selection under 10 magnification, the 

recognition rate of Linear-SVM and ITML improved greatly. The author believes that  

4 magnification, which before the feature selection had 15 parameters and after feature 

selection had only 13 parameters, showed that the number of parameters after the recognition 

rate was not very different. Conversely, while under 10 magnification, before feature 

selection it had 15 parameters, and after selection there were only six parameters which shows 

that there were significantly different characteristics after the selection. Therefore, the 

recognition rate after the selection of two algorithms improved significantly. Using the  

L-MSVM algorithm, the recognition rate of both before and after feature selection or 

selection feature, was very high, indicating that the degree of difference between the 

characteristic parameters for the algorithm was not sensitive and is reliable. 

 

Furthermore, building upon the SVM classification algorithm based on the metrics, and 

adjusting the number of training samples of different proportions, the accuracy obtained was 

shown in Fig. 5.  
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Fig. 5 The results of training samples of different proportion 

 

As can be seen from Fig. 5, as the proportion of the samples increased, the recognition rate 

also gradually increased. When the proportion of the training samples was about 50%,  

the recognition rate was maximized and, as can be seen from Fig. 5, the recognition rate under 

10 magnification was higher than under 4 magnification. Before no feature selection,  

the recognition rate curve fluctuated whilst after feature selection, the recognition rate curve 

was steadily increasing. Thus, feature selection for sample classification still plays a certain role. 

 

Conclusion 
In this study, the analysis for the different classification algorithms of osteoporosis can be 

seen. The recognition rate based on a measure was higher than a SVM algorithm using just 

learning metrics or SVM, and the classification results are more stable. On the other hand,  

as can be seen from the two sets of experiments, even if there was no filter for texture 

parameters, a high recognition rate could be still be obtained. Thus, we can conclude that, a 

SVM classification algorithm based on the metrics is suitable for low-dimensional, small 

sample data classification.  

 

The image feature selection has a direct impact on the classification results. For the L-MSVM 

algorithm, the recognition rate of both before and after feature selection or selection feature 

was very high, indicating that the degree of difference between the characteristic parameters 

for the algorithm was not sensitive but was more robust. 

 

The SVM classification algorithm based metrics can be used in the diagnosis of osteoporosis 

bone slice texture, thus it had a guiding significance in the diagnosis results on the limited 

conditions of medical experiments and clinical cases. 
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