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Abstract: Polycystic Ovarian Syndrome (PCOS) is one of the leading causes of infertility in 

the world, but is a preventable disease when detected early. Detection of follicles in ultrasound 

images of the ovary is required for the diagnosis of PCOS. The manual method of detecting 

follicles is time consuming, laborious, error-prone and inconvenient for patients. However, 

methods used by the existing automated systems often lead to a reduction in accuracy, 

sensitivity and specificity due to the irregular and jagged edges of the follicles. This research 

work aims at achieving an improved specificity, sensitivity and accuracy of the system. In this 

report, a new technique for the automatic detection of follicles is implemented. Lee filter was 

used to despeckle the ultrasound images. Multiple features were then extracted from the 

images. Further, twelve of these features were selected as optimal values by the Particle 

Swarm Optimization algorithm. Then, these features were fed as input to the Multilayer 

Perceptron Artificial Neural Network. Upon training and testing the network, 98.3% accuracy, 

100% sensitivity and 96.8% specificity were achieved. 

 

Keywords: Polycystic ovarian syndrome, Particle swarm optimization, False acceptance rate, 

False rejection rate, Follicle detection rate, Multi-layer perceptron artificial neural network. 

 
Introduction 
Ultrasound imaging is the popular modality widely used for the visualization of women ovary 

with the aim of revealing various stages of follicular development for fertility treatment, early 

detection of Polycystic Ovarian Syndrome (PCOS) and ovarian cancer [28]. The widely usage 

of ultrasound machine is due to its non-invasive nature; moreover, it is easy to use, less 

expensive as well as painless and causing less discomfort compared to other imaging modalities 

[16]. However, accurate interpretations of these images by medical experts are always difficult 

due to the presence of image artefacts and speckle noise [16]. This is because the ovary contains 

tissues, blood vessels, and endometrium, which are all captured in the process of ultrasound 

scanning [26]. 
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Polycystic Ovarian Syndrome (PCOS) is an abdominal disorder that causes diseases such as 

type 2 diabetes, ovarian cancer, hypertension and infertility among women of reproductive age 

[2]. Five (5%) to ten percent (10%) of these women are affected by PCOS worldwide [4].  

Early diagnosis of PCOS is necessary to avert the future consequences it poses to women [15]. 

 

The manual method of classifying and diagnosing PCOS is labour-intensive, prone to error, 

time-consuming and inconvenient for both the patients and the physicians [25].  

The automated techniques reduce the time for diagnosing and are less labour-intensive and 

more convenient, but the follicle detection rate needs to be improved for these techniques to 

work well with automated systems [25]. 

 

Image feature extraction is the process of extracting distinct features of the image that are 

relevant to the classification task [23]. Feature extraction technique transforms the input image 

into salient features called a feature vector by reducing image dimensionality [11].  

This research adopted multiple features including geometric, first order texture and Gray Level 

Co-occurrence Matrix (GLCM) based features. The reason is to determine the optimal features 

that will give a high classification accuracy, using the Particle Swarm Optimization (PSO) 

algorithm.  

 

PSO is a type of meta-heuristic algorithm based on a randomly selected population called 

particles [12]. The particles, associated with their velocities, move collectively in a search space 

in search of optimal solution [21]. The objective function to be optimized is used to evaluate 

the fitness values of the particles in PSO [21]. 

 

Artificial Neural Network (ANN) is a network of connecting neurons that mimic the 

functionality of the human brain [13]. It has the ability to solve non-linear and complex 

problems. Its wide usage in image processing is due to its abilities to learn complex and non-

linear input-output functions, to process parallel information and to adapt to the varying 

environment data [13]. 

 

The aim of this research is to automate the classification of follicles through hybridized PSO 

algorithm and ANN. The objective is the quantification of multiple features, including 

geometric, first order texture and GLCM-based features, optimal features’ selection using PSO 

and ANN classification based on the selected optimal features. 

 

Materials and methods 
In this section, the detailed procedures for the successful completion of this research are 

discussed. 

 

Image feature extraction 
Image feature extraction is the process of extracting distinct features of the image that are 

relevant to the classification task [3]. The feature extraction technique transforms the input 

image into salient features called a feature vector by reducing the image dimensionality [3].  

 

Natural images consist of textured (coarseness, contrast, entropy, homogeneity) and un-textured 

(Area, perimeter, Euler number, bounding box, etc.) features [3] that provide geometric and 

structural information about an image [27]. This research adopts multiple features including 

geometric, first order texture and GLCM based features. The reason is to determine the optimal 

features that will give a high classification accuracy. The features are explained in the following 

subsections: 



 INT. J. BIOAUTOMATION, 2017, 21(1), 43-58 
 

45 

First order features  

A histogram of gray-levels can give concise statistical first order information about an image 

[17]. This is because gray-level histograms are calculated using a single pixel [17].  

The shape of the histogram portrays the characteristics of the image so that a narrowly-

distributed shape of a histogram represents a low-contrast image. Parameters such as mean, 

variance, skewness, kurtosis, standard deviation, energy and entropy are derived from the 

histogram of the image [17]. 

 

Mean: The mean intensity value indicates the average intensity value of all the pixels that 

belong to the same region. The mean can be expressed mathematically as [17]: 

 

Mean =  
1

1 N

k

Intensity k
N 

 , (1) 

 

where N is the total number of samples. 

 

Standard Deviation (SD): SD is a measure of how much the gray-levels differ from the mean, 

defined by the [17]: 

 

SD =     
2

1

1 N

k

Mean k Intensity k
N 

 . (2) 

 

Variance: The variance is the square of the standard deviation (SD) [8]. 

 

Skewness: Skewness is a measure of the asymmetry of the data around the sample mean.  

If the skewness is negative, the data are spread out more to the left of the mean than to the right. 

If the skewness is positive, the data are spread out more to the right [8]. The skewness of the 

normal distribution (or any perfectly symmetric distribution) is zero. The skewness of a 

distribution is defined as [8]: 

 

 
3

3

E x
s






 , (3) 

 

where E represents the expected value of the distribution;  𝜇 is the mean of 𝑥;  𝜎 is the standard 

deviation of 𝑥. 

 

Kurtosis: Kurtosis is a measure of how outlier-prone a distribution is. The kurtosis of the 

normal distribution is three. Distributions that are more outlier-prone than the normal 

distribution have kurtosis greater than three; distributions that are less outlier-prone have 

kurtosis less than three [8]. The kurtosis of a distribution is defined as [8]: 

 

 
4

4

E x
k






 . (4) 

 

Energy: This feature measures the consistency of the intensity distribution level. The high 

value of the energy feature indicates that the distribution is to a small number of intensity levels 

[18]. The mathematical representation of this feature is given as [18]: 
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Energy =  2

1 1

1
,

M N

x y

I x y
MN  

 . (5) 

 

The main strength of this approach is its simplicity and ease of implementation through the use 

of standard descriptors such as mean and variance.  

 

Gray level co-occurrence matrix 

The GLCM method, otherwise known as Gray-Tone Spatial Dependence Matrices (GTSDM), 

is used to extract second order textural features of an image [20]. The first framework for 

calculating GLCM was first developed by Nithya and Santhi [18]. It was assumed that textural 

information is sufficiently represented by GLCM of two adjacent pixels, i and j, the distance d 

between the pixels and the angular relationship 𝜃 between them given in a mathematical 

expression as [14]: 

 

 , : ,P i j d  .  (6) 

 

GLCM describes the texture content of an image in the horizontal (0°), vertical (90°),  

right-diagonal (45°), and left-diagonal (135°) directions [14]. Haralick et al. [9], defines 

fourteen measures of textural features which are based on four fundamental textural features: 

Angular Second Moment (ASM) or Energy, Inverse Difference Moment (IDM) or 

Homogeneity, Contrast and Correlation. The definitions of these features are given as: 

 

ASM: The ASM is also referred to as energy. It returns the sum of the squared element in 

GLCM. The value ranges from 0 to 1. It is given as [9]:  

 

ASM   ji
jip

,

2, , (7) 

 

where i  and j  are pixels’ intensity values. 

 

IDM or Homogeneity: The IDM measures how close to each other are the distribution 

elements in the GLCM. The mathematical expression is given as [9]: 

 

IDM
 





ji ji

jip
, 1

,
,  (8) 

 

where i  and j  represent intensity values of adjacent pixels. 

 

Contrast: It measures contrast intensity of adjacent pixels over the whole image. It is given as 

[9]:   
 

Contrast   
ji

jipji
,

2 , , (9) 

 

where i  and j  are gray intensity values of adjacent pixels. 

 

Correlation: It measures the correlation of pixels over the whole image. Its value ranges from 

1 to 1. It is given as [9]: 
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Correlation 
    

,

,

i j
i j

i i j j p i j 

 

 
 , (10) 

 

where i  and j  represent gray-level values of adjacent pixels; 𝜇 is the mean;   is the standard 

deviation of the image. 

 

Geometric features 

Geometric features are the shape characteristics of a given image that could be used in image 

processing for a classification task [6]. These features include Area, Eccentricity, Diameter, 

Major Axis Length, and Minor Axis Length. These features are defined as follows [6]: 

 

Area: The actual number of pixels in the region.  
 

Eccentricity: The eccentricity is the ratio of the distance between the foci of the ellipse and its 

major axis length. The value is between 0 and 1. 
 

Diameter: Scalar that specifies the diameter of a circle with the same area as the region. It is 

computed as [7]: 

 

4Area


. (11) 

 

Major Axis Length: Scalar specifying the length (in pixels) of the major axis of the ellipse that 

has the same normalized second central moments as the region [7].  
 

Minor Axis Length: Scalar specifying the length (in pixels) of the minor axis of the ellipse 

that has the same normalized second central moments as the region [7]. 

 

Since it is hard to determine which of these features are more suitable for classification, this 

research employed metaheuristic approach to select the optimal features for the classifier.  

 

Particle Swarm Optimization 

PSO is a population-based bio-inspired computational algorithm and is initialized by a 

randomly selected population called particles [5]. The particles are like ‘a flock of birds’ that 

collectively move in a search space in search of the best solution (global optimum) [5].  

The objective function to be optimized is used to evaluate the fitness values of the particles in 

PSO. Also, the particles have velocities that direct their movement in the search space [22].  

The position and velocity of particles are updated until the stopping criterion is met.  

The position of the particle is expressed by [1]: 

 

     1 1i i ix t x t v t    ,  (12) 

 

where x is the position of the particle i at time step t;  1iv t   is the current velocity of the 

particle expressed as [1]: 

 

             1 1 2 21  i i i iv t wv t c r pbest t x t c r gbest t x t      , (13) 
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where w is the initial weight; 
1c  is the learning rates for individual ability (cognitive); 

2c  is the 

learning rates for social influence (group); 
1r  and 

2r  are random numbers between 0  and 1 ; 

pbest  and  gbest  are the local and global best of the particles respectively. 

 

The pseudocode for the PSO algorithm is shown below: 

 

For each particle 

    Initialize particle

END

Do

For each particle 

     Calculate fitness value

     If the fitness value is better than the best fitness value 

(pBest) in history

     set current value as the new pBest

End

     Choose the particle with the best fitness value of all the 

particles as the gBest

For each particle 

     Calculate particle velocity according equation (12)

    Update particle position according equation (13)

End 

     While maximum iterations or minimum error criteria is not  

attained  
 

Methodology 
The following steps were adopted in this research:   

(i) Pre-processing of the ultrasound images using an adaptive filter having the lowest 

MSE, and highest PSNR, image negative transformation, histogram equalization and 

morphological operations. 

(ii) Segmentation of the image in (i) using an active contour without edge method.  

(iii) Computation of the first order features, second order textural features and geometric 

features from the segmented regions. 

(iv) Automatic selection of best features using PSO algorithm. 

(v) Classification of follicles based on (iv) using a multilayer perceptron neural network 

classifier. 

(vi) Evaluation of the results obtained in (v) in terms of accuracy, sensitivity and 

specificity. 

 

Feature extraction phase  

Here, multiple features, including second order features (Contrast, Correlation, Energy and 

Homogeneity), first order features (Mean, Standard Deviation, Kurtosis, Variance, Skew and 

Energy) and geometric features (Diameter, Area, Major Axis Length, Minor Axis Length) were 

extracted. Table 1 shows the respective features and their indexes. 
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Table 1. Features and their index 

Index Features Index Features Index Features 

1 Diameter 6 Mean 11 Energy1 

2 Area 7 Variance 12 Contrast 

3 Eccentricity 8 Standard Deviation 13 Correlation 

4 Major Axis Length 9 Skew 14 Energy2 

5 Minor Axis Length 10 Kurtosis 15 Homogeneity 

 

Selection of best features using PSO 

To improve the accuracy of the system, the optimal features were selected using the PSO 

algorithm. This was based on tuning the ANN parameters until low MSE is achieved.  

The PSO feature selection algorithm is shown: 

(i) Start 

(ii) Set number of best features to be selected 

(iii) Generate population of particles equal to the number of populations 

(iv) Initialize particle positions and velocities 

(v) Set local best fitness and local best positions 

(vi) Set global best fitness and position equal to their minimum local best 

(vii) Perform training of ANN 

(viii) Evaluate fitness value of each particle 

(ix) If current fitness is less than local best and global best 

(x) Set global best fitness equal to current fitness, else 

(xi) Update velocities and position 

(xii) Stop if number of iterations is met 

 

The fitness function for calculating the fitness values of the particles is given as [24]: 

 

21
MSE E

N
  ,  (14) 

 

where MSE is the mean square error; N is the number of tested samples; E is the error difference 

between the actual and the predicted class. 

 

The best features selected serve as inputs to Multi-Layer Perceptron (MLP) ANN. The PSO 

parameters are shown in Table 2. 

 

Table 2. PSO parameters 

PSO parameters Values 

Swarm size 20 

Maximum Iterations 100 

Inertia Weight Damping Ratio 1 

Maximum Variable size (VarMax) 1 

Minimum Variable size (VarMin) 0 

Inertia Weight 1 

Velocity Maximum value (VelMax) 0.1(VarMax  VarMin) 

Velocity Minimum value (VelMin) VelMax 
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Follicle detection algorithm 

The following algorithm was adopted to identify the Region of Interest (ROI): 

Algorithm 1: 

1. Input the ultrasound image of the ovary 

2. Denoise the ultrasound image using adaptive filters 

3. Apply histogram equalization to enhance the clarity of the image 

4. Negatively transform the image in Step 3  

5. Remove small and spurious regions due to noise using morphological erosion 

6. Apply Sobel filter to exaggerate the edges of regions of interest 

7. Perform active contour without edges to segment the image and identify ROI 

8. Repeat Step 1 to Step 7 for all the input images  

 

MLP classification algorithm 

The algorithm consists of the training and the testing phase which are explained in the following 

subsections: 

Training and testing phase: 

In the training phase, multiple features were extracted which were then used to train the  

MLP network. The following algorithm was adopted to extract second order features for the 

knowledge base and use the extracted features to train and test the MLP network: 

Algorithm 2: 

1. Input the ultrasound image of the ovary 

2. Denoise the ultrasound image using adaptive filters 

3. Apply histogram equalization to enhance the clarity of the image 

4. Negatively transform the image in Step 3  

5. Remove small and spurious regions due to noise using morphological erosion 

6. Apply Sobel filter to exaggerate the edges of potential follicles 

7. Perform active contour without edges to segment the image 

8. Compute first order, second order texture and geometric features for each of the regions  

9. Select the optimal features using PSO algorithm 

10. Store the optimal features as knowledge base 

11. Train the MLP network with the stored extracted features and save the network 

12. Test the MLP network with the testing data (i.e., data that are unknown to the network) 

to classify the regions 

13. Repeat Step 1 to Step 9 for all the input images 

 

Fig. 1 represents the flowchart of the MLP training and testing algorithm. The input images are 

pre-processed. This is followed by segmenting the pre-processed image by applying the active 

contour without edge segmentation method. Then, the first order features, the second order 

texture features and the geometric features of each of the objects are computed and saved.  

Then, the optimal features are selected from the multiple extracted ones. These features are 

used to train the MLP network and subsequently, the network is saved. Further, unknown data 

are used to test the network and then, algorithm performance is evaluated using accuracy, 

sensitivity and specificity. 

 

Materials and tools for the project 

The materials needed for the successful completion of this project are discussed in the following 

subsections. The materials include image a dataset, an artificial neural network, and parameters 

for the evaluation of the project. 
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Fig. 1 Flowchart of MLP classification algorithm 

 

Image dataset 

For the purpose of this study and comparison, a twenty-five image dataset of ultrasound images 

of the ovary were obtained from the US National Library of Medicine, National Institute of 

Health (http://www.nlm.nih.gov).  

 

ANN training and model selection 

Multi-layer Neural Network models are trained. Each model is trained with a given number of 

input features selected by the PSO algorithm. The PSO algorithm determines the best number 

of features required for training a given model of ANN. The following parameters are used in 

designing the ANN models: 

(i) Number of inputs (selected by PSO algorithm) 

(ii) Multi-layer Neural Network is chosen because of its generalisation and fault tolerant 

ability 

(iii) Numbers of neurons are chosen based on rule of thumbs which state that the number 

of hidden layer neurons is 2/3 of the size of the input layer [10] 

(iv) The training function: A Levenberg-Marquet (trainlm) was chosen because it is faster 

and is able to attain low MSE on time as compared to the scaled conjugate gradient or 

another ANN training algorithm. 

(v) Activation function: Linear function at the output layer and sigmoid function at the 

hidden layer sizes. This is because the expected output of the classification is either 0 

or 1. 

 

Performance evaluation 

The performance of the classification algorithm is evaluated using the parameters accuracy, 

sensitivity, and specificity. All the parameters are expressed in terms of True Positive (TP), 

True Negative (TN), False Positive (FP) and False Negative (FN). Accuracy, sensitivity, and 

specificity are defined and expressed mathematically as [19]: 

 

Accuracy (AC) is defined as the proportion of the correctly identified cases from the total 

number of cases and is given in this relation: 

http://www.nlm.nih.gov/
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TP TN
AC

TP FP TN FN




  
.  (15) 

 

Sensitivity (SE) is defined as the measure of the ability of the method to identify abnormal cases 

and is given as: 

 

 /SE TP TP FN  .  (16) 

 

Specificity (SP) is the measure of the ability of the method to identify normal cases and is given 

in a relation: 

 

 /SP TN TN FP  .  (17) 

 

Results and discussion 
This section presents and discusses the results of follicle detection and MLP classification 

algorithms. 

 

Results of follicle detection algorithm  
The performance of the follicle detection algorithm is evaluated using ultrasound images of the 

ovary. The result of the algorithm is shown in Fig. 2. 

 

 
a) denoised image 

 
b) segmented image 

 
c) masked image 

 

 
d) superimposed image 

 

Fig. 2 Resultant images at different steps of the follicle detection algorithm 

 

Fig. 2 depicts the resultant outputs of the follicle detection algorithm. This is to identify the 

ROI for further processing. Fig. 2a presents the original ultrasound images of the ovary.  

The outputs of the algorithm are represented in Fig. 2b-d. They are denoised, segmented, 

masked and superimposed images, respectively. The denoised images are the output of the 

application of the Lee filter; the segmented images are the output of the active contours without 

edge method; the masked images are the real texture of the segmented regions and finally, the 

superimposed images distinguish the detected regions from the background of the original 

images. 
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Table 3 shows specificity, sensitivity and accuracy values for different models of ANN, based 

on the number of features selected. Row nine, with twelve features and eight neurons, has the 

highest values of specificity (98%), sensitivity (100%) and accuracy (99%). The last column in 

the table represents the indexes of the selected optimal features. 

 

Table 3. PSO-ANN classification results 

S/N 

Number 

of  

features 

Number 

of 

hidden 

neurons 

PSO-ANN algorithm 

Index of selected features 
Specificity, Sensitivity, 

Accuracy 

1 4 2 96.6%, 93.5%, 95.0% 15, 12, 10, 13 

2 5 3 96.0%, 82.9%, 88.3% 12, 1, 13, 14, 2 

3 6 3 87.9%, 96.3%, 91.7% 10, 8, 9, 13, 5, 7 

4 7 5 85.3%, 96.2%, 90.0% 14, 15, 7, 13, 1, 10, 12 

5 8 5 87.9%, 96.3%, 91.7% 3, 11, 5, 2, 13, 8, 12, 1 

6 9 6 83.3%, 100%, 90.0% 6, 13, 12, 11, 8, 1, 10, 14, 4 

7 10 7 87.9%, 96.3%, 91.7% 12, 7, 1, 8, 15, 13, 10, 3, 11, 14 

8 11 7 93.3%, 93.3%, 93.3% 11, 3, 9, 1, 13, 4, 14, 6, 7, 8, 2 

9 12 8 96.8%, 100%, 98.3% 3, 6, 7, 13, 14, 12, 11, 15, 4, 8, 9, 10 

10 13 9 90.6%, 96.4%, 93.3% 2, 14, 15, 10, 6, 12, 13, 8, 11, 4, 5, 9, 3 

11 14 9 83.3%, 100%, 90.0% 7, 11, 9, 3, 12, 5, 10, 6, 1, 4, 2, 8, 14, 13 

12 15 10 96.7%, 96.7%, 96.7% 15, 8, 5, 4, 14, 13, 11, 3, 10, 9, 1, 7, 6, 12, 2 

 

Results of MLP classification algorithm 
In this section, a three layers’ neural network, namely, the input layer, the hidden layer and the 

output layer, is generated. The input layer has twelve inputs, selected by the PSO algorithm; 

the hidden layer has eight neurons, based on the rule of thumb [10]. 

 

The network configuration for this project is shown in Fig. 3. Presented ANN model was chosen 

after a series of experimenting with different models of the neural network.  

This model gives the highest accuracy compared to other models, as shown in Table 3.  

The performance of the designed neural network classifier is measured in terms of AC, SE  

and SP. 

 

The confusion matrix shows the overall classification rate and accuracy of the network.  

A high classification rate and accuracy of the network signifies the ability of the network to 

correctly classify the two classes (i.e., follicles and non-follicles). The training dataset contains 

one hundred and sixty extracted features. One hundred are used for training and sixty are used 

for testing. The training dataset is divided into 80% training, 10% testing and  

10% validation samples. This dataset is used to train the network until low MSE and less 

misclassification are achieved. 

 

After training the network, the confusion matrix in Fig. 4 is plotted. The diagonal cells in green 

show the number of correctly classified cases and the off-diagonal cells in red show the number 

of misclassified cases. The first two ash cells to the top right show the percentages of the 

correctly classified follicles and non-follicles (100% and 98%) and the misclassified cases  
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(0% and 2%), respectively. The two ash cells to the bottom left show the percentages  

of the correctly predicted positive and negative cases (100% and 98%) and the percentages  

of the corresponding misclassified cases (0% and 2%). The blue cell in the bottom right shows 

the total percentage of the correctly classified cases (99%) and the percentage  

of the misclassified cases (1%). In all, the optimal features for the training data yield 99% AC, 

100% SE and 98% SP. 

 

 
Fig. 3 Network configuration for the project 

 

The result of the testing data determines that the optimal features yield an AC of 98.3%, 100% 

SE and 96.8% SP as shown in Fig. 5. The confusion matrix in Fig. 5 shows the overall 

performance of the testing data. 

 

               
Fig. 4 Confusion matrix  

of GLCM training data 

Fig. 5 Confusion matrix  

of GLCM testing data 

 

The plot of the MSE against numbers of epochs is shown in Fig. 6. The best validation 

performance is 0.012068 at epoch 13. During training, the network divides the input and the 

target data into three different samples, which are training, validation and testing samples.  

The training samples are used to train the network and weights are adjusted according to its 

errors. The validation samples are used to measure network generalization and to halt training 

when the generalization stops improving. Further, testing samples are used to independently 

measure the performance of the network during and after training. The green line in Fig. 6 
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represents the validation, the blue line shows the training and the red line shows the testing. 

The green ring circle indicates the best point of validation performance of the network. And 

finally, at nineteen epochs, the generalization stops improving and consequently, the training is 

halted. This plot varies during retraining; the reason being that the input and the target data are 

divided randomly by the network for every retraining. 

 

 
Fig. 6 Plot of validation performance of the network 

 

Fig. 7 represents the command window for the training.  

 

 

Fig. 7 Command window for the training 
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The interface shows some vital information pertaining to the training. It shows the network 

configuration for the project, the training algorithm, the numbers of iteration, the performance 

of the network as well as the validation checks for the training. Plots such as validation 

performance, training state and regression can be obtained directly from the interface. 

 

Conclusion 
In this paper, a follicle detection algorithm that comprises detection of the regions of interest 

and hybridized PSO-MLP classification algorithm, using optimal features and MLP, has been 

developed. The algorithm was developed in Matlab R2015a and the performance of the 

developed algorithm was evaluated in terms of accuracy, sensitivity and specificity of the 

network. The algorithm yielded an accuracy of 98.3%, 100% sensitivity and 96.8% specificity. 

The significance of these results is that the follicle detection rate is improved, which, 

consequently, improves the detection rate of follicle-related diseases such as PCOS.  

This implies that the developed algorithm is suitable to be employed for routine segmentation 

by medical experts. 
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