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Abstract: Modeling of behavior of social system is of high importance. It is very complex
and is difficult to predict the conflicts which can arise between the different agents in the
system. The behavior of an individual is changed during the time according the behavior of
other individuals. There is interaction between individuals themselves and individuals and
environment and all they need to be taken in to account. The social system can be represented
as a multi-agent system with various types of participants. In this paper we model conflict
situations during a protest applying game theory and evolutionary algorithm.
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Introduction

Social systems are very complex and unpredictable. They are composed of a set of individu-
als acting in the environment and interacting (co-operating) among themselves, evolving in an
autonomous manner and motivated by their beliefs and goals as well as from the conditions of
their social environment. These social systems are truly complex adaptive systems, they have
the ability to learn and change the behavior of an entity that represented the man here, opti-
mizing some properties over time [17]. This evolution of individuals in comparison with other
individuals and the environment can be presented as a result of competition between the rep-
resentatives of the population of resources, that is, how the interaction between individuals or
individuals and the environment is able to adapt their behaviors [15].

Conflicts in society are due to two main reasons: misunderstanding and different interests. In the
first, it can happen because not every individual (agent) own the same information. So everyone
can make different conclusions based on different assumptions. In the second, the information
is complete in both individuals (agents). However, the conflict comes as a consequence that
individuals themselves have different desires, beliefs, or goals [15].

Modeling of these systems will be accomplished with the help of Agent Based Modeling (ABM)
composed of sets of software entities (agents) interacting with each other and with their envi-
ronment [21]. These agents are autonomous, reactive, proactive and sociable. Which means
they can decide on their own and then act. They can react on the basis of their perceptions
(information) that they take from the environment where they operate. They can influence the
environment by interpreting the environment in order to adapt it so that they can achieve their
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goals. They can socialize, or to share resources with other agents in order to achieve their goals
more easily and quickly. In this sense, the agent’s paradigm represents very well the individuals
in the social systems. ABM can be realized with several agents, which can be of different types
located in an environment where the behavior of agents is monitored. Observation of agents
can help in the analysis of collective behavior and the evolution of systems. This provides a
platform for empirical study of social systems. In the model presented, protests of dissatis-
fied civilians on the central government are modeled, where some elements are invented [7].
The game theory and evolutionary algorithm are applied.

The game theory [22] is widely used in the modeling approach [8], based on agents [3] to model
a human as unity. The interactions between real agents will be presented with the game theory,
for example, the “prisoner dilemma”. This game is composed of players, player strategies,
that is, the choice made by players and the payoff matrix. These strategies evolve on the basis
of the opponent’s choice and, to be more realistic, this game will be used by the “iterated
prisoner dilemma” IPD [2], which implies that players revise their strategies on the choice that
the opponent makes. With IPD we can find out how the players increase their profits depending
on the change in situation [18].

The choice or strategies of players evolve, therefore this evolution will be presented with evolu-
tionary algorithms (EA) [10, 16] specifically with co-evolutionary algorithms (CEA). CEA [24]
are heuristic techniques that can be used to find approximate solutions in the general optimiza-
tion problems.

Combination between evolutionary algorithms, game theory and multi-agent systems is used to
analyze evolutionary dynamics of multi-agent systems. These learning algorithms are apply to
study complex strategic interactions like parameter tuning of complex systems, trading in stock
markets and avoidance of collisions in multi-robot systems [5]. Other application is for solving
optimization problems in many different areas with varying features and characteristics [4].
Every application is specific, taking in to account the particular peculiarities of the problem.

In our previous works on the same problem we describe the different types of agents and their
interaction with Generalized nets [11] and we estimate the agent behavior using intuitionistic
fuzzy sets [12]. Our contribution in this work is application of co-evolutionary game theory on
multi-agent system for modeling conflicts in social system during a protest. A co-evolutionary
method is expressed with CEA, which is based on the strategies of competitors agents continu-
ally evolving [1].

Problem formulation

A conflict is a serious disagreement between two persons, when strive to achieve their goals.
In this paper we try to understand variations of human behavior according the situation. We try
to simulate collective behavior, representing different groups in a conflict. We focus on develop-
ment of combination between multi-agent system, CEA and game theory, to learn the behavior
caused by the interaction between the agents. Some computer models in concrete protests exist
in a literature: model of trade protest [13], model of the violence in London [6], model of revo-
lution [14], etc. These are specific situations, so the models are not applicable in other type of
violence.

The structure of our model of civil violence consists of individuals, environment and empirical
rules. Our software agents model polis officers and civilians. Accurate modeling is crucial for

294



()
.@ InTt. J. BIOAutOoMATION, 2019, 23(3), 293-302 doi: 10.7546/1jba.2019.23.3.000545

more realistic representation of possible situations. Peaceful civilians are neutral participants,
who could react to external or internal stimulus. Police officers retain the order by the insertion
of the active civilians in jail and through strategies that choose depends on the success of the
management and control of violence. The police officers perform two tasks in a direct way:
arrest active protesters and move in space. They are representative and a protectors of the
government.

Civilians are much more complex individuals, than the police officers. They communicate
between each other. They decides whether to be active or not. The civilian agents can change
from active to peaceful and from peaceful to active. The functioning of the system depends of
the empirical rules. Empirical rules guide the interactions of agents and ensure the functioning
of the system.

Game theory

The game theory, or the theory of strategic interaction, analyzes situations in which the condi-
tion of the agents depends directly on the choice of other agents. Each agent must anticipate the
choice or decisions of other agents in the game, when making a decision. The game theory is
not able to solve all the problems, because it works only when people play rationally. If players
play to maximize the profits from them, then their behavior is considered rational. In game
theory, the goal is to observe the decisions that players take when they do not interact with each
other, but only play together in the game [8].

Prisoner dilemma

The prisoner dilemma is one of the most familiar games in this area and the most used example
[2,3]. Two people have been arrested for committing a crime. The police officers have not
enough evidence to convict the suspects and therefore decide to testify against each other. Police
officers inform each of them that if he testifies against his friend, he will be released, provided
that his friend has not testified against him. The aim of each suspect is to minimize potential
years of imprisonment. The two suspects decide to testify. It would have been better for both of
them if none of them testified, because the police officers did not really have enough evidence
to convict them.

Definition of game
To define a game, we need:

e Players;
e Strategies for each player;

e Player’s profit. The profit for each player depends on other players’ strategies.

Let us get back to the example of the prisoner’s dilemma. There are two players in the game,
the first suspect and the second suspect. Both must decide simultaneously in separate rooms
whether they will testify or not against each other. So each player has two strategies: to testify
or not to testify. Typically, all the necessary information is recorded in the form of a matrix,
called a matrix of profits. The rows of this matrix represent the strategies of the first player;
columns represent the strategies of the second player. The numbers in the cells represent the
profit of the respective players [20].
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Co-evolutionary algorithm

A co-evolutionary algorithm is an evolutionary algorithm that, in order to assess fitness (good-
ness), uses internal subjective measurement [19]. So, instead of evolving a spatially distributed
population of similar individuals, representing a global solution, it is more appropriate to co-
evolve subpopulations of individuals representing specific parts of the global solution. The co-
evolutionary algorithm is appropriate to model interactions in the theory of gaming between
groups because they have different strategies depending on the strategies of their opponents.
The use of this method maximizes the behavior of each entity that resonates in a rational way
to maximize its gains. Thus, a player sees the honorable strategies and adapts them to the dy-
namics of the medium, which improves the time of the opposing strategy. The CEA offers
analysis of one scenarios with repeated interactions in modeled social systems. Table 1 repre-
sents the analogy between the parameters of co-evolutionary algorithms and the parameters of
game theory.

Table 1. Analogy between the parameters in game theory and CEA

CEAs Game theory

Fitness Payoft

Individuals/Chromosomes | Strategy

Selection of fit individuals | Selection of good strategies

Selection Learning by replication
Crossover Learning by social exchanges
Mutation Learning by experimenting

Co-evolutionary algorithm

and game theory for modeling conflict situations

In this paper we consider the modeling of conflict situations during a protest, which is a conse-
quence of the dissatisfaction of the population with the central government. The model is based
on the concept of the evolutionary theory of the game [23], co-evolution algorithms and is built
according to existing models of Epstein [7] and Yui et al. [25] with certain modifications. Ep-
stein model decentralized rebellion against a central authority and communal violence between
two ethnic groups. This model is able to present violence dynamic via simple empirical rules
and equations. Yui et al. [25] extended Epstein’s model [23] by introducing specific movement
strategies in order to correct random movement of the agents. In both models there are two
types of agents.

In this paper, three types of agents are distinguished: agents who represent guardians of the
central government, that is police officers; active and peaceful civilians who in some cases can
express their dissatisfaction with the central government or if they have interest from the central
government will remain calm. These agents are placed in a 2D grid and can have 8 visions of
movements, based on Moore neighborhood [9].

Bearing in mind, that the game theory is composed of players, their strategies, and the matrix of
profit, then in the case that we consider players will be concrete groups that play a strategy and
have a certain matrix of profits that changes from the actual situation of the agents in 2D space.
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This is a set of three matrices that corresponds to the scenes when: the number of officers is less,
greater or equal to a number of active civilians and are further represented in Tables 2-4. Each
player has the opportunity to cooperate (C) or not to cooperate (D). This notation is different
for different types of agents.

Active civilians will have value:

e C (cooperates) if the active agent is not an aggressive, for example, not violence, does not
involve police officers or does not urge peaceful civilians to join the crowd;

e D (does not cooperate) for other cases.
Police officers will have value:

e C (cooperates) when only defending civilians or state institutions, does not attack;
e D (does not cooperate) when he actively monitors protesters to arrest them.

These values of agents that are taken and adapted for our model are from [25]. Each group of
agents has opposite goals. Active civilians aim to create significant violence to win the support
of peaceful civilians and to provoke large-scale riots, but to avoid arrests. Police officers aim to
suppress the conflict and preserve civil order within the regime, serving as defenders of society
and government by minimizing losses. It is also taken into account that the police officers are
loyal to the government.

With use of evolutionary strategies of co-evolutionary algorithms based on the Table 1, which
presents the parallel of game theory and evolutionary algorithms, we can monitor the situation,
which can be evolved by a number of counter-agents. Thus, it can be observed when the strate-
gies of the respective agents are based on the punishment (P), temptation (T), reward (R) or
sucker’s payoff (S).

Each agent is represented by 14-bit binary string. The first bit is 1 if agent is police officer
and O if he is civilian. The second bit is 1 if the agent is C and O if he is D. Next 4 bits
corresponds to the 4 possibilities when the number of police officers is less than the number of
active civilians, after 4 bits corresponds to the 4 possibilities when the number of police officers
is greater than the number of active civilians and the last 4 bits corresponds to the possibilities
when the number of police officers is similar to the number of active civilians. Every one of the
bit from this groups of 4 bits is 1 if the situation can happen and 0 if it cannot happen.

In the co-evolutionary algorithms the fitness function of each member of the first population is
dependent on the structure of the other populations (in our case active and peaceful agents and
the police officers). The cumulative fitness of an individual of the first population is calculated
by the formula:

N
fi=Y G(i.j), (1)

j=1
where j is a member of the other populations, N is the number of the members of the other

populations and G 1is a function which shows the relation between the members of different
populations.

Matrices of profits are based on the objective (Eq. (1)) of each group of agents to increase their
profits and reduce losses in different situations. We are considering a scenario based on the
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above definition of matrix values, when police officers are less than active civilians. In a given
spatial interaction field we will have the following justification (Table 2):

e If the two groups are D, active civilians are the winner because of their larger number.
Gains will be for agents, police officers will have S, while active civilians will be rewarded
with T.

e If the two groups are C, the profits will be in favor of the police officers, as these active
civilians will have missed the case to take advantage of their quantitative advantage over
the police officers. The profits will be: for the active civilians we will have S, whereas for
the police officer who avoid contacts as they are less than the reference number specified
above, there will be T.

e If the police officers are C and the active civilians are D, we will have logical equality
because the police officers are not attacking because of their unequal number and the
active civilians attack or communicate with the peaceful civilians by using their number
advantage. The equalized profit for both groups will be R.

e If the police officers are D and the active civilians are C then there will be punishment
for both groups as they do not act to justify their number in the space they have to act on.
The profits for the two groups will be P.

Table 2. Matrix of profits, when the number of the police officers
is less than active civilians

Active civilians | Active civilians
cooperate do not cooperate
Police officers cooperate T:5, S:1 R:4,R:4
Police officers do not cooperate P:3, P:3 S:1, T:5

We consider a scenario in which the number of police officers is greater than active civilians,
and we will have the following justification (Table 3):

e If the two groups are D, the police officers will win the top because of their numerical
superiority. Their successful intervention to control tensions will be rewarded with the T
award. Active civilians, given the big sacrifices caused by their small number in space,
will be rewarded with S.

e If the two groups are C, the profits, they will recover in favor of the active civilians
because the police officers have lost the opportunity to arrest protecting the population.
For C active civilians, it was valuable because they successfully escaped conflicts with
more police officers. The profit of the active civilians will be T, while the police officers
will be P.

e If the police officers are C and the active civilians are D, both groups receive a gain P,
and C and D are used inappropriately. Police officers must have D to deal with active
civilians. Active civilians must have C to avoid the open clash in applying the dominant
law and the victims.

e If the police officers are D and the active civilians are C, then a logical equality is
achieved, where the multiple dominates the minority, avoiding direct conflict and arrest.
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This is the best situation as the winnings of the two groups are leveled and receive a
reward R.

Table 3. Matrix of profits, when the number of the police officers
is greater than active civiliens

Active civilians | Active civilians

cooperate do not cooperate

Police officers cooperate P:1, T:5 P:3, P:3

Police officers do not cooperate R:4,R:4 T:5, S:1

We consider the scenario based on the above definition of earnings matrix values, where the
number of police officers is equal to the active civilians, and we will have the following justifi-
cation in a given spatial interaction field (Table 4):

e [f the two groups are C then we have a logical equality, where everyone has their own
position and no one has numerical superiority. Both groups will therefore receive R.

e If both groups are D, the police officers can not be sure of their victory, as well as the
active civilians, and if they are attacking, it is unclear whether they will be able to avoid
arrest. The win for both groups will be P.

e If the officers are C and the active civilians are D, then the active civilians they are attack-
ing will not be arrested by the police officers and will therefore have T profit, while the
police officers wanting only to keep their own position will lose and gain P .

e If the police officers are D and the active civilians are C, then the police officers attack
and use the case that the active civilians are not violence, do not attack and do not com-
municate with peaceful civilians. Profits for police officers will be T, while for the active
civilians will be P.

Table 4. Matrix of profits, when the number of the police officers
and active civilians are equal

Active civilians | Active civilians
cooperate do not cooperate
Police officers cooperate R:4, R:4 P:0, T:6
Police officers do not cooperate T:6, P:0 P:1, P:1
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Conclusion

In this paper a conflict between representatives of government (police officers) and civilians
(active and peaceful), during a protest, is represented with the help of game theory and co-
evolutionary algorithms. With this game model a variety of situations can be played. It can be
used to train the police officers simulating different situations. Other application is predicting
possible conflicts and better estimation of the setup and optimizing the number of needed police
officers as well as optimizing police officers responses to minimize critical situations protecting
civilians.
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