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Abstract: Human health is one of topics which require minimum error or even zero tolerance 

error in all research including in computer science research. Classification in health problems 

is an interesting and ongoing topic research to solve a problem with minimum error result 

where neural network has become a popular approach in this area. Types and characteristics 

of data sources selected to make a prediction for seven health disease problems were described 

in this paper. The summary of the report is expected to be stimulation for next researches 

interest in selecting a method or a technique which is appropriate with the health problem to 

solve. 
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Introduction 
Human health is one of computer science research topics which requires the minimum error or 

even zero tolerance error. The development of artificial intelligence and machine learning has 

stimulated many researchers to build various systems which can support many health services 

with minimum error in result. A classifier system to predict certain disease such as classifier 

for heart disease risk prediction, breast cancer risk prediction, and others, has become an 

interesting research to conduct. Neural network is an approach often used to build a classifier 

system including in solving health problems.  

 

Neural network firstly introduced by Warren McCulloch and Walter Pits in 1943 is a model of 

the information process capabilities using mathematical analysis inspired by biological learning 

system of nervous system [5, 7, 12, 15]. Neural network provides nonlinear algorithms for 

feature extraction using hidden layer and classification using multiperceptron [2]. There are 

several types of neural network models, such as: single layer perceptron model which is the 

simplest form of neural network, multilayer perceptron model which has input layer, hidden 

layer and output layer as found in Feedforward Neural Network (FNN), Convolutional Neural 

Networks (CNNs) designed to mimic the structure of the animal visual cortex, and most 

frequently used for image processing and computer vision, Recurrent Neural Networks (RNNs) 

where the connections between units form a directed cycle [3].  

 

Neural network is one of approaches effectively proven for classification in various problems. 

This research aims to summarize the use of neural network in health problems based on some 

published researches. Classification for health problems is an interesting topic in research with 

many challenges and innovations where neural network has been a popular approach in this 
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area. The goal of this research is to synthesize various methods and techniques of data  

pre-processing and classification procedures used in some published researches starting from 

years 2012 randomly selected. The analysis of the selected research publications was conducted 

in research methodology categorized based on similarity in method or subject where each 

category was represented with at least two literatures. The study conducted in this paper does 

not represent all health problems, types of neural networks and methodology used in neural 

network research, but the summary of this study is expected to be stimulation for further 

research. 

 

Classification using patient record data  
Many classifiers are built based on patient record data used as features. A model for predicting 

Surgery-Related Pressure Injury (SRPI) in cardiovascular surgical patients using neural 

network was proposed by [6]. SRPI occurs due to a shearing injury to a patient after surgery, 

and the injury depends on the individual's intrinsic ability in tolerating it. The demographic and 

pertinent clinical data, including age, gender, weight disease category, smoking status, and 

diabetes mellitus are used as the inputs. There was an exclusion criterion for patients with 

specific characteristic. The stage of pressure injury was determined based on classification of 

National Pressure Ulcer Advisory Panel-European Pressure Ulcer Advisory Panel-Pan Pacific 

Pressure Injury Alliance (NPUAP-EPUAP-PPPIA). The possible risk factors were analyzed 

using statistic tests of univariate student’s t test and X2 test, and then the results were entered 

into a feedforward back propagation neural network. The training data used 70% of cases, and 

testing data used 30% cases. The potential risk factors identified by univariate analysis were 

used for the input layer. The network performance was evaluated using Receiver Operating 

Characteristic (ROC). The distribution of C-index which is the value of area under the receiver 

operating characteristic curve (AUC) that represents the prediction ability is divided into three 

classes [17]: value ranges 0.5 to 0.7 have mild accuracy, 0.7-0 has moderate accuracy, and  

0.9-1 has high accuracy. The experiment results were reported that the performance of 

prediction ability of the neural network model was in moderate class a C-index of 0.815.  

 

A classifier using neural network was developed by [22] to predict a heart disease risk. 

Cleveland Clinical Foundation Heart Disease dataset with 13 attributes that is significantly 

relevant to cause a heart disease was used as inputs to the network. The dataset contained 297 

samples divided to 138 samples with possibility of developing a heart disease, and 159 samples 

with no risk of developing heart disease. Min-Max normalization technique was used to 

transform data. Non-numeric and continuous values data were transformed into numeric data, 

and specific ranges value. After several experiments to define training algorithm and networks 

architecture, a feedforward neural network with 13 units in the input layer, seven units in the 

hidden layer and one unit in the output layer, and back propagation learning algorithm was used 

for the neural network model. Levenberg-Marquardt back propagation supervised training 

algorithm was chosen for training, validation and testing with the ratio of data 80:10:10. 

Performance evaluation was claimed achieving 100% for sensitivity, specificity, precision and 

accuracy. 

 

Data mining classification technique and Ensemble of Online Sequential Extreme Learning 

Machine (EOS-ELM) was proposed by [9] to develop a decision support system for prediction 

of patients with heart disease. The database was collected from Cleveland Heart Disease Dataset 

(CHDD), and 909 records with 15 attributes including age, sex, chest pain type, etc, were used 

as the inputs. The training data used 455 records, and testing data used 454 records randomly 

selected. A data preprocessing phase was conducted by removing missing fields and outliers, 

and normalizing data. The Modified Genetic Algorithm (MGA) was used to reduce the number 
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of features. The Online Sequential Extreme Learning Machine (OS-ELM) is used for a batch 

learning, which its hidden units parameters are randomly selected and the output weights are 

analytically determined. The EOS-ELM which consists of many OS-ELM networks can work 

better than individual OS-ELM network. The parameters randomly generated make distinction 

for each OS-ELM network in the ensemble, so some of networks may adapt faster and better 

than others. The target to be predicted was a diagnosis with multi-classes of absence, moderate 

and presence of heart disease. Compared to the other classification methods for the accuracy of 

the prediction, and evaluation using partition entropy coefficient and V-measure, the result was 

reported that EOS-ELM outperformed naive bayes, decision tree, and artificial neural network, 

and the MGA used in a feedforward neural network to optimize dimensionality reduction in the 

process of dataset attributes feature extraction significantly speeds up the prediction task with 

promising accuracy performance achievement. 

 

A feedforward neural network was reported achieving accuracy at moderate class in predicting 

SRPI based on C-index, a measurement proposed by [17]. Another one [22] was claimed 

achieving accuracy of 100% in predicting a heart disease risk, and also performance of 

sensitivity, specificity, and precision did, where the achievement can be classified as high 

accuracy in C-index measurement. Considering a perfect achievement of performance 

evaluation by [22] with the number of dataset, an addition of performance evaluations should 

be conducted, such as using cross validation or K-fold cross validation, in which data for 

training and testing are rotated. This evaluation can make sure whether the performance 

evaluation still achieves at 100% in every number of K of data rotation. Although the two 

networks were implemented in different cases, both of them used patient record data pre-

processed before the data were sent to the network, in which the attributes were selected based 

on statistical analysis by [6] and based on information of other researchers by [6, 22].  

 

Data mining technique was combined with a neural network classifier by adding MGA in a 

feedforward neural network [9] to reduce the dimension of dataset attributes. In other 

researches, data mining technique, such as association rules, can be used to select the attributes 

which are potential and relevant. Apriori algorithm has been used in various classification 

researches to select the best attributes based on their frequent appearance, for examples, in 

works by [20, 21], apriori algorithm was used to select valuable attributes for Naïve Bayes 

classifier. 

 

Classification using a large patient record data 
A classifier using a large patient record data which contains more than 15 000 records was 

proposed by [8, 18]. A large record data often deals with imbalanced dataset, such a research 

conducted by [8] that develop a neural network classifier to predict complications following 

posterior lumbar fusion using a dataset containing information of 22 629 patients collected from 

The American College of Surgeons National Surgical Quality Improvement Program  

(ACS-NSQIP) Database. The network used 70% of the dataset for training the model, in which 

the data were distributed for training, validation and testing in a 2:1:1 ratio, and 30% for hold 

out data as post-training evaluation of the model. The low incidence of complications was 

overcome using Adaptive Synthetic (ADASYN) sampling approach for learning from 

imbalanced dataset by generating positive complications as a means. There were 13 input 

features such as sex, age, ethnicity, diabetes, etc. Six features with the greatest regression 

coefficient magnitudes were used as input variables for mortality, Venous Thromboembolism 

(VTE), cardiac complications, and wound complications. The multiple networks were used for 

a large class imbalance problem. The final testing of the performance was conducted using area 

under the receiver operating characteristic curve, and the neural network classifier was 
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compared with Logistic Regression (LR) using hold-out data. The report of the experiment 

results was that neural network model was more sensitive than the LR model in predicting the 

mortality and wound complications, while LR had greater specificity for mortality and wound 

complications. A prediction for large class-imbalance inherent with hold-out data for evaluation 

using neural network was better than LR.  

 

A CNN classifier was developed by [18] to predict “onset” or “weaning” of multiple invasive 

interventions for supporting the needs of Intensive Care Units (ICUs) needs where clinicians 

has to make a real-time decision of clinical interventions based on the data of the patient that 

are complicated. The data collected from the Multiparameter Intelligent Monitoring in Intensive 

Care (MIMIC-III v1.4) database contained 34 148 patients, in which each record was filtered 

based on their age and ICU stay duration. There were five target interventions: invasive 

ventilation, Non-Invasive (NI) ventilation, vasopressors, colloid boluses, and crystalloid 

boluses, and four possible outputs to predict: onset, wean, stay on, or stay off. The ratio of the 

train, validation, and test data is 70:10:20. The weighted loss function during optimization was 

used for class imbalances. The training was stopped based on AUC performance on the 

validation set. The experiment was conducted by comparing CNN model with Long  

Short-Term Memory (LSTM) model, and the result was reported that both CNN and LSTM 

model achieved state-of-the art prediction result for the intervention tasks.  

 

FNN, LSTM, and CNN used in two researches described above were reported achieving good 

results as classifiers for large data, where a large record data often deals with imbalance 

problem. The low incidence of complications was overcome using ADASYN for learning from 

imbalanced dataset, but imbalance problem still happened after ADASYN [8]. On the other 

hand, class imbalances were overcome with weighted loss function [18]. Instead using multiple 

networks, combining the method used by [8] with weight loss function used by [18] to 

overcome the imbalance problem might get a better solution for imbalance problem. 

 

Classification using thermal imaging  
Neural network and thermal imaging technique were used for diagnostic of diabetes [1, 14].  

A sequence of thermal images of temperature distributions across the sole area of the patient 

foot was collected for dataset [1]. Image was recorded using a thermal imaging camera with 

certain specification. Four temperature spots are used as inputs for the input layer, and the 

output layer has a unit for the diagnosis. Dataset which contains realistic data from 90 patients 

was divided into approximately 60% for training data, and 40% for testing data. Network was 

evaluated using Root Mean Square Error (RMSE). The problem of defining number of units in 

the hidden layer often occurs; network performance improvement can be obtained by increasing 

number of units in the hidden layer, but this may increase over-fitting. The network evaluation 

result was used to define an appropriate number of units in the hidden layer where the model 

with 10 units was the lowest error for testing data. Neural network was compared with other 

methods to for diabetes diagnostic prediction [14]. Twenty five thermal images across the 

patient foot were clustered using k-means, and then extracted using Gray Level Co-occurrence 

Matrix (GLCM), and finally classified by comparing three methods: Probabilistic Neural 

Network (PNN), K-nearest Neighbor Network (KNN), and Support Vector Machine (SVM). 

The reported result showed that the accuracy of KNN and SVM outperformed PNN where PNN 

achieved accuracy of 61%.  

 

Both [1] and [14] used foot thermal image with different foot area regions for diagnostic of 

diabetes. Comparing to the area to be captured, [1] used sole area of the patient foot which was 

smaller than the area captured by [14]. This makes computational cost proposed by [1] was 
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more efficiently than [14] did. The performance evaluation conducted by [1] tends to find an 

appropriate unit number in hidden layer to get the lowest error without explaining the prediction 

accuracy, while [14] did not clearly explain the method and architecture of the network. The 

different data source or a diagnostic of diabetes used by these two researches lead to the 

question of “which gives the better accuracy”; are the thermal images data from across the sole 

area can achieve a better prediction than data from across the foot area or vice versa? A 

prediction for health disease problem should have zero tolerance for error prediction so the use 

of all the two areas as dataset might be done if it can increase the prediction accuracy despite 

consequently increasing the computational cost. Therefore it is interesting to more investigate 

the use of thermal image for diagnostic of diabetes by exploring and synthesizing ideas 

proposed by [1] and [14]. 

 

The use of thermal imaging technique in breast cancer detection using neural network was 

conducted by [10, 16, 23]. A dataset containing 94 breast images with 48 images of normal 

breasts and 46 images with some anomaly collected from 47 patients was used by [10] to 

develop a classifier for breast cancer detection. The dataset was collected from Database for 

Mastology Research (DMR). The Canny edge detector was used to create mask in order to 

segment the region of interest into right breast and left breast. Asymmetry analysis was used to 

identify a normal or abnormal breast. The pixel intensity distribution in right breast and left 

breast was analyzed using histogram with X-axis represented radiant heat, and Y-axis 

represented number of pixels for each intensity value. The analysis showed comparison of 

histogram data of right breast and left breast. The statistical measurements for diagnosis of 

abnormalities in the breast consisted of eight features: variance, standard deviation, skewness, 

kurtosis, entropy, range and median. The classifier model used neural network with non-linear 

classification and back propagation algorithm. The network consisted of eight units in the input 

layer, five units in the hidden layer, and two units in the output layer. Network was trained 

using 50 images containing 25 images with some anomaly and 25 normal images. The network 

performance was evaluated using confusion matrix, and the reported result showed that the 

network achieved 87% in sensitivity, 83% in specificity and 85% in accuracy.  

 

Patient movement during examination by dynamic thermography was concerned by [16] in 

order to select the best thermal image for a breast cancer prediction. A process called 

registration images were performed by considering two images of the same scene to select the 

best overlap between them. Further, a thermal signal from dynamic sequence of 20 images of a 

particular patient with X-axis represented time series, Y-axis represented thermal signal index 

of each mean temperature square of the image, and Z-axis represented temperature was 

achieved by segmenting breast region of the first image of the sequence, and dividing the region 

into a grid of 3×3 pixels squares. Signal mobility and signal complexity was used as features. 

K-means algorithm was used to cluster images into healthy patients with similarity in their 

thermal signal, and sick patients. The experiment was conducted using images of 22 patients 

which consisted of 11 sick images and 11 healthy images. Three classification methods were 

used in the experiment. The results were reported that neural network classifier achieved 

90.91% in accuracy, Bayesian network classifier achieved 86.36%, and decision tree classifier 

achieved 90.91%.  

 

Neural network combined with Genetic algorithm was used for breast cancer diagnosis 

prediction by [23]. Dataset contained infrared images taken from 200 women with ages 18-35 

where 15 subjects had abnormal image of their breast. Eight features were used to classify: age, 

mean, differences between right breast and left breast, variance, skewness, kurtosis, entropy 

and thermal pattern. Diagnostic parameters of the features was used in the network to increase 
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the convergence by normalize the input data before entering the network. The model used a 

feedforward neural network with back propagation learning algorithm containing eight units in 

the input layer, six units in the hidden layer, and one output. Genetic algorithm was used to 

choose optimal values of parameters used for features. The result was reported that the model 

achieved the best three parameters out of eight diagnostic parameters, which are kurtosis, 

differences between right breast and left breast, and thermal pattern with 50% sensitivity, 75% 

specificity and 70% accuracy. 

 

Researchers [10, 16, 23] used thermal imaging technique in breast cancer detection. Static 

thermography was used by [10], while dynamic thermography was used by [16]. Neural 

network was combined with Genetic algorithm to optimize a breast cancer risk prediction 

process by reducing the features dimension [23]. The genetic algorithm used in a feedforward 

neural network to optimize dimensionality reduction in the feature extraction process can select 

the best three diagnostic factors from eight diagnostic parameters of thermal image data with 

promising accuracy performance achievement. Conditions and temperature of an examining 

room affects the thermal contrast of captured images in the static thermography, while dynamic 

thermography does not depend on them by selecting the best image from an image sequence of 

a patient [10]. Based on the accuracy performance in these two researches, the dynamic thermal 

imaging outperformed the static thermal imaging. However, it is interesting to compare the 

static and dynamic thermal imaging using same data. 

 

Classification using electroencephalogram data 
A feedforward neural network was used to build a classifier with inputs collected from Electro 

Encepalogram (EEG) data which contain electrical activity of the brain record used by Brain-

Computer Interface (BCI) to communicate with human brain [4]. The task of classifier was to 

differentiate mental classes. Discrete Cosine Transform (DCT) was used as feature extraction 

method to solve problems of dataset size, high frequency noise, training time for the network. 

The network used 10 units in the input layer which represented first 10 DCT coefficients, and 

two units in the output layer. The number of units in the hidden layer was set after conducting 

some trials, and 200 units was the best number based on minimum error. The dataset was 

collected from dataset IV from BCI competition II datasets containing taken from a healthy 

subject during no-feedback session, and divided into training, validation and testing data with 

ratio of 70%, 15% and 15%. The performance evaluation conducted using confusion matrix 

reported that the prediction accuracy achieved 85.1%. 

 

A CNN with initial learning rate of 0.01, momentum of 0.1, batch size of 128, 200 epoch and 

architecture I(22×22) C(4×4.16) RPFSO was used to build a classifier using EEG data as inputs 

with four classes to predict [19]. The dataset was collected from BCI signal Dataset 2a consisted 

of sample rate recorded EEG signal for 9 healthy test subjects. After comparing some feature 

extraction methods, Fast Fourier Transform Energy Map (FFTEM) worked by generating a 2D 

feature map from EEG, and transforming EEG channel signal into frequency domain to form a 

single row in the feature map was reported as the best feature extraction method with 70% in 

training and 68% in testing.  

 

A feedforward neural network classifier using EEG data as inputs was used to predict two 

classes targets, and a convolutional neural network classifier was built to predict four classes 

targets. The feature extraction method selection was an important part in both experiments, 

where DCT was used to compress EEG signal data before they were used as inputs for the FNN 

classifier [4], and FFTEM reported as the best method outperformed some feature extraction 

methods including DCT in generating 2D feature map for the CNN classifier [19].  
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The EEG signal data pre-processing including feature extraction method selection is an 

interesting topic for further research. Extracted features which are more suitable for the network 

needs in solving the classification task can increase the accuracy performance, and decrease the 

time for training. 

 

Classification using OCT scans data 
A feedforward neural network with back propagation learning algorithm was used by [11] to 

predict a diagnostic precision of the spectralis Optical Coherence Tomography (OCT) for 

Retinal Nerve Fiber Layer (RNFL) measurement evaluation used to predict Multiple Sclerosis 

(MS) divided into two sub-groups: eyes with antecedent Optic Neuritis (ON) and without 

previous ON attack, or healthy. Dataset after excluding samples which did not complete a 

required test contained 105 consecutive healthy individuals and 112 patients with MS.  

OCT tests were performed using spectralis device where the signal strength were indicated 

using a blue quality bar in the image. A minimum quality score was set to select images.  

Input layer used relationships of age, refraction, and OCT thickness measurements as inputs, 

and output layer contained target of healthy, MS with ON, and MS with non-ON. The number 

of units in hidden layer was set by several trials. The use of collected data was maximized using 

10-fold cross validation method. Chi square test was performed to evaluate the significant 

differences in the sex distribution between MS and healthy. Mann-Whitney test was performed 

to evaluate the significant differences in the distribution of age, visual acuity, and refractive 

error. The experiment results in predicting MS and healthy was reported that the network 

achieved performance of sensitivity, specificity, and precision of 89.3%, 87.6%, and 88.5%, 

and sensitivity and specificity in predicting MS with ON and MS with non-ON were 84.5% and 

83.2%. 

 

A deep CNN was used by [13] to predict treatment indication based on central retinal Optical 

coherence tomography (OCT) scans. Intravitreal injections with anti-vascular endothelial 

growth factor (anti-VEGF) medications are the standard of care for their indications. The OCT 

scans of the central retina are used to determine anti-vascular endothelial growth factor (anti-

VEGF) indications. The images of OCT scans were exported to obtain the star pattern in the 

DICOM file format. The reverse engineering technique was used to export large quantities of 

images. Further, the image series that did not appropriate with the star pattern were excluded 

from the database. The metadata of the image containing a unique institutional patient 

identification number was extracted and stored in a database. The data were then classified 

based on the acquisition date of the OCT images into two types of datasets which are injection 

and no injection. The ratio of 9:1 was used for training and test datasets. The CNN was modeled 

using the Caffe framework (a deep learning framework developed by Berkeley Artificial 

Intelligence Research, University of California) and the architecture was developed using 

GoogLeNet. Batch normalization was added to increase the learning ability by normalizing 

input activation for each layer across the input batch of images. A supervised learning approach 

with the back propagation learning algorithm was used to train the networks. Softmax function 

which turns numbers into probabilities that sum to one was used as probabilities of the input 

images belonging to the two groups. The dataset contained 30 567 image series representing 

183 402 individual OCT scans. Based on the evaluation of the training, the model had the 

prediction accuracy of 94.5% for correctly labeling images in the test dataset. The prediction 

accuracy was further conducting by measuring the prediction accuracy for the validation dataset 

created by removing scans from patients who contributed images to the training dataset, and 

the result showed that the model had the prediction accuracy of 95.5%. The networks 

performance was evaluated using ROC curve, and the result was reported that the AUC was 
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0.968 for the validation dataset. A second ROC was generated by adding Softmax outputs for 

the six images per image series, and the AUC was 0.988 for the validation dataset.  

The calculation of optimal cutoffs for the per-image series classification in the validation 

dataset had a specificity of 94.1% and a sensitivity of 94.2%. 

 

OCT scans data was used in a feedforward neural network classifier to predict MS and healthy, 

and sub-class of MS with ON and non-ON, and in a CNN classifier to predict treatment 

indication with two targets of injection and no injection. The striking difference between them 

is the number of dataset. Despite the different cases to predict between them, given an accuracy 

value which is set of 85% as high accuracy, then both of them achieved high accuracy for 

performance network except for the sub-class of MS prediction. It is interesting to investigate 

the dataset quantity which necessarily is required to obtain high accuracy in prediction using 

OCT scans data, or in the topic of health problems prediction. 

 

Conclusion 
This paper studies on seven health problems tried to predict using neural network approach with 

different methods and techniques, which are predictions of surgery-related pressure injury, 

heart disease, complications following posterior lumbar fusion, multiple invasive interventions, 

diabetes, breast cancer, mental classes, multiple sclerosis and treatment indication, as described 

in Table 1. 

 
Table 1. Description of neural network approach for predicting nine health problems 

Health 

problems 
Datasets Architectures Ref. 

SRPI risk Patient 

record 

data 

149 samples 

Training  70% 

Testing  30% 

FNN (4-8-1) [6] 

Heart disease 297 samples 

Training  80% 

Validation  10% 

Test  10% 

FNN (13-7-1) [22] 

909 samples 

Training  50% 

Test  50% 

FNN (architecture 

was not described) + 

MGA 

[9] 

Complications 

following 

posterior 

lumbar fusion 

Large 

patient 

record 

data 

22 629 samples 

Training  70% 

(with ratio at 2:1:1  

for training, validation 

and testing). 

Hold out  30% 

FNN (3 networks 

with 6-4-1each) 

[8] 

Multiple 

invasive 

interventions 

risk 

34 148 samples 

Training 70% 

Validation 10% 

Test 20% 

LSTM (2 hidden 

layers with  

512 nodes each) 

 

CNN (3 different 

granularities,  

max-pools and 2 fully 

connected layers) 

[18] 
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Diabetes Thermal 

imaging 

data 

90 samples 

Training 60% 

Test 40% 

FNN (10-4-1) [1] 

25 samples 

Training, validation  

or test data were not 

described 

FNN (architecture 

was not described) 

[14] 

Breast cancer 94 samples 

Training 53% 

Test 100% 

FNN (8-5-2) [10] 

22 samples 

Training, validation or 

test data were not 

described 

FNN (architecture 

was not described) 

[16] 

200 samples. 

Training, validation or 

test data were not 

described 

FNN (8-6-1) + GA 

 

[23] 

Mental 

classes 

EEG data 416 samples (1000 Hz) 

Training 75% 

Validation 15% 

Test 15% 

FNN (10-200-1) [4] 

22 samples (250 Hz) 

Training 70% 

Test 68% 

CNN (I(22x22) 

C(4×4.16) RPFSO) 

[19] 

Multiple 

sclerosis 

OCT scan 

data 

217 samples FNN (architecture 

was not described) 

[11] 

Treatment 

indication 

with  

anti-VEGF 

medications. 

171 024samples  

Training 90% 

Test 10% 

CNN (GoogLeNet 

inception 

architecture) 

[13] 

 

There are cases which use different sample data quantity where a dataset containing more than 

15 000 samples is categorized as a large dataset [8]. A large dataset FNN model was used in 

the cases of SRPI prediction using by [8], multiple invasive interventions prediction by [18] 

and treatment indication by [13]. In contrast with patient record data which are used by [6] and 

[22], and some others, a large patient record data was used for inputs by [8] and [18].  

This condition is also found in [13] that used a large OCT scans data for inputs while [11] used 

a small OCT scans data, and an image processing technique using thermal images by [10] did. 

 

There are some basic questions that come regarding to the relation between network 

performance and sample data quantity, does a large dataset significantly increase the network 

performance in solving health problems prediction? Are there some specific health problems 

cases which need a large dataset? Data quantity used as inputs affects the network model 

selection, data pre-processing method, network performance and also method combination to 

optimize the network performance such as works by [9] and [23]. Therefore the number of 

samples data used for the network should be emphasized with objective arguments. These some 

basic questions with a large variety of health problems including those that are not mentioned 

in this paper leads the needs of neural network classification mapping for health problems.  
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The result can be a useful guidance for researchers who try to solve health problems using 

neural network classification. 
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