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Abstract: The contrast of magnetic resonance (MR) image local regions is low, edges 

blurred and image contains noise. To improve image contrast of local regions and solve the 

problem of noise enlarging, an MR image contrast enhancement algorithm by wavelet-based 

contourlet transform (WBCT) was put forward in this paper. Firstly, MR images were 

decomposed into low-pass and a series of high-pass sub-band images by WBCT, then 

algorithm adjustment coefficients of sub-band images were used through an enhancement 

operator. Finally, the contrast enhanced image was obtained by inverse WBCT. Compared 

with several image enhancement algorithms, the experimental results demonstrated that the 

ability of the proposed method in highlighting MR image’s subtle features and preserving 

edges while suppressing noise. The contrast enhanced image had better visual effect, which 

is beneficial to doctor for diagnosing diseases.  

 

Keywords: Image contrast enhancement, Wavelet-based contourlet transform, Magnetic 

resonance image, Nonlinear. 

 

Introduction 
Magnetic resonance (MR) imaging plays an important role in modern disease diagnosis, for it 

provides large amounts of complementary information. As magnetic resonance imaging 

technology has no ionizing radiation, is not invasive and is very safe, it is widely used in 

medical research and clinical diagnosis, especially for observing the changes of various brain 

regions within diagnosis of lesions in the human brain [13, 15]. However, due to the fact that 

magnetic resonance imaging equipment is affected by many factors, MR images sometimes 

have low contrast, these darker regions occupying a very narrow range of gray. This makes it 

difficult to distinguish subtle features, and even useful signal is drowned out by noise, which 

makes it difficult to image analysis and disease diagnosis [16]. Traditional image enhancement 

methods cannot deal with the problem of MR image local region enhancement and suppress 

noise enlarging. Therefore, a better MR image contrast enhancement method is needed. 

 

Generally, space domain and transform domain are two commonly used image enhancement 

methods. Similar, the existing MR image enhancement technologies are also divided into two 

categories. The aim of image enhancement is to improve image visual effects, which makes 

image more easily analyzed by humans or computer systems. Spatial domain method, 

histogram equalization, image smoothing and un-sharp masking are widely used in digital 

image contrast enhancement. For the spatial domain method, direct operations are performed 

on image pixels. The formula for spatial domain method can be expressed as follows:   

 

)],([),( yxITyxIE  ,  (1) 
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where ),( yxI  denotes the original image (the input image), ),( yxIE  is the enhanced image 

(the output image), and ][T  represents the transformation applied to the input image. 

 

A number of enhancement methods exist in the spatial domain. References [8, 17, 18] believe 

that the gray scale transformation method is a relatively simple and effective way to enhance 

the image. These methods mainly improve the overall contrast with a simple linear or 

nonlinear enhancement operator without taking into account the image’s local information.  

It cannot avoid the output image’s local over-enhancing or noise amplification as the whole 

image contrast is enhanced. This makes it not an ideal method for MR image enhancement. 

Authors in [9] adopted local an adaptive histogram equalization to enhance image, however, 

the method has a much longer compute time. 

 

The frequency domain method is another technique used for image enhancement. Transform 

domain enhancement methods involve transforming image intensity data into a specific 

domain by using a kind of frequency domain transform [8, 18]. Examples of frequency 

domain transforms include discrete Fourier transform (DFT), discrete cosine transform (DCT) 

and discrete wavelet transform (DWT), etc. The frequency content of the image altered with 

an enhancement operator. The enhanced image is obtained by inverse transformation. 

Magnitude and phase are components of these transformation, where magnitude represent 

frequency content of image and phase is useful to converting image back to spatial domain. 

These frequency coefficients processed by a linear or nonlinear operator, and the enhanced 

image is obtained by an inverse transform. The processing can be expressed as: 

 

),(),(),( vuIvuHvuIE  . (2) 

 

View from frequency domain, ),( vuG  represents the enhanced image, ),( vuI  denotes 

original image, ),( vuH  is image enhancing function and it is the key for image enhancement 

method.  

 

The commonly used two dimensional wavelet transform is a separable extension of a 

dimensional wavelet transform, which mainly suits to a variety of objects with isotropic 

singularity. For the anisotropic singularity, such as digital image boundaries and linear 

features, wavelet transform cannot work well and is not efficient in representing contours in 

horizontal or vertical directions.  

 

Recently, other new multiscale analysis methods have been developed, among which the 

contourlet transform [12] exhibits very high directional sensitivity and is highly anisotropic.  

In view of its redundancy, Eslami and Radha [6] proposed a new non-redundant image 

transform namely wavelet-based contourlet transform (WBCT). WBCT can achieve both 

radial and angular decomposition to an arbitrary extent and obeys the anisotropy scaling law. 

It can also easily be realized by applying DFB to wavelet coefficients of an image. 

 

The shortcomings of the existing MR image enhancement algorithm, we propose a new image 

enhancement method with WBCT in this paper. It deals with low and high frequency sub-

band coefficients, with linear and nonlinear processing operators respectively. It enhanced 

image by performing an inverse WBCT. The algorithm can enhance subtle features of local 

region and improve image clarity while suppressing noise enlarging, which provides a more 

accurate and valuable reference for clinical diagnosis.   
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MR image enhancement with WBCT 

Contourlet transform 
Over the past decade, wavelet analysis has been paid lots of attention image processing field 

such as image code, image de-noising and enhancement, feature extraction and edge detection 

[4]. For two dimensional image, wavelet is no longer the optimal basis for image, the wavelet 

basis function presents some limitations, due to the fact that they are not well adapted to the 

detection of highly anisotropic elements in image. In order to improving the representation 

sparsity of an image over wavelets, some new transforms have been introduced for image 

processing. In 2002, Do and Vetterli [4] proposed contourlet transform (CT) based on a 

multiscale and multidirectional filter bank which can represent natural images.  

With contourlet theory constantly improving, there are constant advancements in image  

de-noising and image fusion [4, 6]. 

 

The contourlet transform is a double iterative filter structure which deals with multiscale 

analysis and direction analysis respectively. It consists of two steps: sub-band decomposition 

and directional transform [10]. In the first step, a Laplacian pyramid (LP) is used to capture 

point discontinuities, then directional filter banks (DFB) are applied to each band pass 

channel at the second step, and point discontinuity is linked into linear structure. We can 

attribute the success to two properties of the contourlet transform. One is the directionality 

property, i.e. having basis functions at many directions while wavelet transform has only  

3 directions. Another is the anisotropy property. This means that basis functions appear at 

various aspect ratios (depending on the scale), as opposed to at an equal aspect ratio wavelet. 

Fig. 1a shows contourlet transform filter structure. 

 

  
(a) CT      (b) WBCT 

Fig. 1 The comparison of decomposition process of the first level 

 

Wavelet-based contourlet transform 
Contourlet transform can effectively present image edges, lines, curves and contours features. 

However, contourlet transform has a redundancy factor of 4/3. In 2004, Eslami and Radha [6] 

proposed a new non-redundant image transform that is WBCT. It has a similar construction to 

contourlet transform. It achieves both radial and angular decomposition to an arbitrary extent 

and obeys the anisotropy scaling law. Firstly, multiscale image decomposition is by wavelet 

then, each high frequency sub-band decompose with contourlet transform, adopting DFB to 

get further directional decomposition. As wavelet transform and DFB are non-redundant 

complete reconstructions, the WBCT is also a non-redundant reconstruction transformation. 
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The WBCT consists of two steps [7, 10]: the first step provides sub-band decomposition, 

using a wavelet transform rather than the Laplacian pyramid, the second step of the WBCT is 

a directional filter bank, which provides angular decomposition. The graph of the detail 

decomposition process of WBCT is shown in Fig. 1b. In the first step of WBCT, the image is 

decomposed into one low frequency sub-band corresponding to LL and three high-pass bands 

corresponding to LH, HL and HH. In the second step, DFB is performed with the same 

number of directions on every high frequency sub-band in a given level. 

 

Compared with wavelet and contourlet transform, the WBCT can make full use of the unique 

geometrical features of an image itself, forming the most sparse image representation.  

Better reflecting the visual characteristics of an image, it can capture image structure features 

more efficiently. The MR image is decomposed by CT and WBCT, as is shown in Fig. 2.  

So, the WBCT is applied to MR image enhancement. 

 

The decomposition process of WBCT can be seen from the following. 

 

Sub-space can be obtained image ( , )I x y  with wavelet decomposition. 
,j HLW ,

,j LHW  and 
,j HHW  

are image detail components in horizontal, vertical and diagonal directions of scale j  

respectively, and their basis functions are 
, ( )j HL n ,

, ( )j LH n  and 
, ( )j HH n . When the three 

sub-spaces are adopted with 
jl  levels of directional filtering, the k-th directional subspace will 

be obtained, and marked with , ,
jl

j HL kW , , ,
jl

j LH kW and , ,
jl

j HH kW ( 0 2 jlk  ) respectively [7].  

The relation between the WBCT and wavelet space is: 

 
1

2

, , ,
0

l j

jl

j i j i k
k

W W




  ， , ,i HL LH HH . (3) 

 

The basic functions of directional sub-bands are: 

 

2

, , ,( ) ( ) ( )j j jl l l

j i k k k j i

m z

n g n S m m 


  , (4) 

 

where jl

kg  is directional filtering and jl

kS  is the down sampling matrix. After 
jl  levels of 

directional filtering, sub-bands can be obtained as follows: 

 

, , ,[ ] , ( )j jl l

j k j i kc n I n .  (5) 

 

The decomposition diagram of CT and WBCT are given in Fig. 2a and 2b which combine  

3 layers of wavelet decomposition and 3 levels of DFB for the MR image. The direction 

number is 8, with each level from the finest level to coarse level. It obtains 48 sub-bands. 

 

Elimination of artifacts 
Due to the DFB step of WBCT, down-sampling is involved. It is a shift variant, which will 

lead to the image producing a certain ‘winding’ phenomenon. Therefore, image may appear to 

have pseudo Gibbs distortion, interference fringes, visual artifacts or blurring of the feature on 

image edges and important details. To compensate for lacking of the translation invariance 
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property of WBCT, cycle spinning is adopted to improve image enhancement performance. 

Cycle spinning method [3, 9, 11] is expressed as: 

 

)]),((([(
1ˆ

,

1
,

1,1

,

21

21

yxISTfTS
NN

S ji

NN

ji

ji





 , (6) 

 

where 
,i jS  and f  respectively represent circulated shift and its enhancement operator, 1N , 2N  

are the maximum number of shifts in the row and column directions, 1i , 1j , ‒ 1i , ‒ 1j  represent 

the number of shifts in the row and column directions, T  and 
1T 
 express the transform 

operator and its inverse transform. 

 

   

(a) by CT     (b) by WBCT 

Fig. 2 Comparison of image decomposition 

 

MR image enhancement by WBCT 
After image is decomposed with WBCT, it obtains a low-frequency sub-band image and 

many high-frequency sub-band images, i.e. ),( yxIL : 

 

1

( , ) ( , ) ( , )
k

N
l

L

l

I x y I x y x y


  ,  (7) 

 

where ( , )
k

l x y  represents high-frequency sub-band images decomposed by contourlet at 

different scales and directions 

 

( , )
k

l x y = ( , )l

kI x y  ‒ 
1( , )l

kI x y
.  (8) 

 

To deal with image decomposition coefficient, sub-band coefficients are first normalized, so 

that ( , ) [ 1, 1]LI x y    and ( , ) [ 1, 1]l

k x y   . 

 

Using WBCT to decompose the MR image, it generates approximate and detail coefficients. 

Since approximate and detail coefficients represent low-pass and band-pass sub-images 

respectively, they are thus treated in different ways during the enhancement processing. 

 

The commonly used image nonlinear enhancement operator 
The classic generalized adaptive gain (GAG) nonlinear processing method was used to 

enhance features in digital mammography, which was proposed in [9]:  
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
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


, (9) 

 

where )(vEGAG is the normalized multiscale transform coefficients, b  is a parameter to control 

enhancement range, c  is gain factor, )/()|)(|( 232 TTTvvsigmu   and 3 2( )a a T T  . 

 

However, this operator involves several parameters, such as b , c , 1T , 2T , 3T . In practice, 

these parameters need constant adjustment to achieve better enhancement, which is bound to 

affect its practical applications. 

 

GAG output curve is shown in Fig. 3. 

 

Another commonly used nonlinear enhancement operator was proposed by Starck et al. [14]. 

It can be seen as follows: 
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, (10) 

 

where factor p determines the degree of nonlinear transform; x  are curvelet coefficients;  

m  is threshold; s  decides to dynamic compress range; 1c  is the regularization parameter; and 

 represents noise standard. Its enhancement curve can be seen in Fig. 4. 

 

      
Fig. 3 The GAG enhancement curve  Fig. 4 The curvelet enhancement curve 
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Low-pass sub-band coefficient adjustment 
The low-pass sub-band image reflects the basic overview of original image, it contains a large 

amount of image information. In order to effectively improve overall contrast of the original 

image, we use linear enhancement operator to adjust coefficients, then they are expanded.  

 

_ ( , )LEn I x y =
( , ) min[ ( , )]

max[ ( , )] min[ ( , )]

L L

L L

I x y I x y

I x y I x y




,  (11) 

 

where ( , )LI x y  is normalized coefficients of low-pass sub-band, min[ ( , )]LI x y  is the 

minimum and max[ ( , )]LI x y  represents the maximum value of each sub-band coefficient. 

 

High-pass sub-band coefficients nonlinear adjustment 
The low-pass sub-band image reflects the basic overview of original image, it contains a large 

amount of image information. The band-pass directional sub-band contains edge detail 

information and noise. According to coefficient amplitude, the coefficients fall into three 

types: strong edge, weak edge and noise. For the strong edge, its coefficient of each direction 

is larger. For the weak edge, only a certain direction is larger, but coefficients of noise are 

small in any direction [5]. The purpose of image enhancement is to enlarge weak edges and 

restrain noise. Therefore, the high frequency sub-band coefficients of WBCT are classified 

with a threshold, and image is enhanced by nonlinear adjustment to the high-pass sub-band 

image: 

 

,

( , ) , 0.5

0.5

l l

s k k

l l l
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I x y E Th Th
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

 

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
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,  (12) 

 

where sE  and wE  represents the strong edge and weak edge, n  denotes noise, l

kTh  is the  

sub-band threshold of scale l and direction k, l

k  represents the average of the sub-band 

coefficient of ( , )l

k x y , 11 nm   is the size of high sub-band image: 

 

1 1
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1 1
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m n
l l l

k k k

x y

Th x y
m n

 
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Therefore, a simple, practical, low complexity image enhancement algorithm is proposed in 

this paper, which uses a nonlinear mapping function to modify band-pass sub-band 

coefficients. The nonlinear enhancement operator is fast, monotonous, has adjustable 

parameters and it meets image enhancement requirements. According to decomposition 

coefficients amplitude and image correlation, the operator increases certain range of transform 

coefficients and enhance subtle edge hidden in background, ensuring certain scope coefficient 

get amplified. In this paper, the nonlinear enhancement operator is as follows: 

 

, ,

, , , ,

,

,
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,  (14) 
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where 
, , ,

,

[max( ) min( )]
2

max( )

i j i j i j

i j

x x x
u

t x

 
 


, in which u  is a coefficient amplitude in transform 

domain. In this formula, 
,max( )i jt x  is a threshold which shows that the coefficients larger 

than this threshold will be linearly amplified. The parameters b  and c  are essential to image 

enhancement. To determine the expanded range, b  is a parameter to control the critical point 

of enhancement curve and ensure many sub-band coefficients are enhanced, c  controls the 

shape of the nonlinear function curve. Its enhancement curve can be seen in Fig. 5. 

 

 
Fig. 5 The enhancement operator of the proposed algorithm 

 

As can be seen from Eq. (14), the nonlinear function is smoother than the piecewise linear 

function, and the contrast enhanced image will be relatively smooth. So, the strong edge of 

image is retained, and the weak edge is enhanced with noise effectively suppressed. 

 

Image enhancement algorithm overview 
The proposed MR image enhancement algorithm can be described by the following seven 

major steps: 

(1) Using cycle spinning to shift MR image, the maximum number of cycles translations 

will be k  ( kn 2 ). 

(2) Carrying out WBCT for the cyclic translated image, and obtaining coefficients of 

different scales in different directions. 

(3) Using two image enhancement operator to adjust low-pass and high-pass sub-band 

coefficients respectively. 

(4) Performing inverse WBCT on modified coefficients. 

(5) Implementing inverse shift to reconstruct the image Ŝ , and averaging over all results 

to get the enhanced image. 

(6) Adjusting global contrast of MR image by gamma correction. 

(7) Using peak signal to noise ratio, information entropy, contrast improvement index and 

edge preservation index to evaluate the quality of the enhanced image. 

 

Experimental results and analysis 

Evaluation index 
The image enhancement result can be evaluated from both a qualitative and a quantitative 

criteria perspective. Qualitative analysis relies mainly on visual image, its evaluation is 
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somewhat subjective. However there is the question of how to use the quantitative method to 

evaluate result of enhancement as there is no uniform evaluation criteria at present.  

It is generally considered that a good image needs to contain more information such as 

appropriate brightness, contrast and clarity. Peak signal to noise ratio can measure the de-

noising performance of the algorithm with the higher the peak signal to noise ratio, the better 

the enhancement performance. Information entropy represents the image information’s ability 

to carry details. Contrast improvement index represents the overall image detail enhancement, 

where a larger contrast denotes more information may be seen. Edge preservation index 

reflects the enhanced image with respect to the edges information of original image, the 

greater the value of edge preservation index, the better indication of image quality.  

In this paper, peak signal to noise ratio, information entropy, contrast improvement index and 

edge preservation index are used to evaluate the effect of MR image contrast enhancement. 

 

The peak signal to noise ratio (PSNR), information entropy (H), contrast improvement index 

(CII) and edge preservation index (EPI) are defined as [1, 2, 17-19]: 
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1 1

255
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, (15) 

 

where ( , )I x y  is the original image pixel intensity value for the pixel location ( , )x y , ( , )EI x y  

is the enhanced  image pixel intensity value for the pixel location ( , )x y , M N  is the size of 

original image. 

 

2

1

log
kAm

k M N
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 , (16) 

 

where kA ( 0, 1, ..., )k m  is the number of pixels with k  representing gray in the whole 

image, and m  representing the maximum gray scale. 
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where I  represents the average of the whole image ( , )I x y  gray value. 
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Test results 
To verify the performance of image contrast enhancement algorithm, two MR images were 

tested with several algorithms. The algorithm was simulated in Matlab 2012a, using a running 

environment of an Intel 3.2 GHz, 4GB of RAM for PC. The MR image  was decomposed by 

WBCT with two layers of wavelet decomposition and three DFB combinations of method; 

wavelet transforms with “Haar” wavelet basis; DFB decomposition adopt McClellan 

transform using “9-7” filter; and obtained 48 sub-bands. To verify the effect of the algorithm, 
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histogram equalization (HE), un-sharp masking enhancement, image enhancement with 

wavelet transform and contourelet transform were applied to MR image in the experiment 

respectively. Fig. 6 and Fig. 7 are the two original images and their enhanced images using 

several comparison methods. Table 1 shows test data in Fig. 6 and Fig. 7. 

 

                    
(a)                                          (b)                                            (c) 

                       
(d)                                          (e)                                            (f) 

Fig. 6 MR1 and its enhanced image with enhancement method:  

(a) original; (b) histogram equalization; (c) un-sharp masking;  

(d) wavelet; (e) CT; (f) the proposed algorithm. 

 

                
(a)                                          (b)                                            (c) 

                  
(d)                                          (e)                                            (f) 

Fig. 7 MR2 and its enhanced image with enhancement method:  

(a) original; (b) histogram equalization; (c) un-sharp masking;  

(d) wavelet; (e) CT; (f) the proposed algorithm. 
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Table 1. Objective evaluation index comparison for the enhanced image 

Images PSNR H CII EPI 

Fig. 6 

(b) 51.99409 2.45023 55.38076 1.28580 

(c) 65.08630 3.15670 28.86839 1.42232 

(d) 73.43446, 3.31111 42.93297 1.63732 

(e) 75.94843 4.03815 29.53803 1.73231 

(f) 77.04497 4.42140 45.49689 1.83124 

Fig. 7 

(b) 52.78159 3.64199 40.26128 1.36640 

(c) 79.27337 3.65110 12.06314 1.14435  

(d) 71.39276 4.15858 19.73805 1.87792 

(e) 71.19509 4.50465 21.01909 1.94017 

(f) 72.87570 4.62987 22.64459 1.98279 

 

Results analysis 
Before image enhancement, the human brain MR image contrast was insufficient, the whole 

background was dark and detailed information hidden in higher and lower gray areas was 

difficult to distinguish. From Fig. 6 and Fig. 7, image contrast had improved and subtle 

features could be seen, but the image was partially bright and it seemed to be rather stiff.  

The histogram equalization algorithm had a simple average image gray value, its image 

contrast was enhanced while noise was obviously amplified, original detail information in 

light or dark areas was concealed. Un-sharp masking enhancement can improve a visual 

effect, but image contrast is not obvious. For the wavelet image enhancement method, the 

enhancement image exhibited Gibb’s phenomenon with loss of some detail texture 

information and image was blurred.  

 

The proposed algorithm was the best in many regards including: visual effect; it had no 

obvious artifacts; the image was clearer than before, which can show image edge details 

better; and noise was effectively suppressed while image detail was enhanced, as is shown (f) 

in Fig. 7 and Fig. 8. Table 1 shows data for the information entropy, PSNR, CII and EPI. 

Among them, the histogram equalization method was the lowest, while the proposed method 

was the best, thus it can provide more relevant and accurate diagnosis information.  

The histogram equalization method enlarged noise so its information entropy decreased.  

 

All enhancement algorithms, the contrast, clarity and PNSR were improved to some extent, 

but the entropy and peak signal to noise ratio of the proposed algorithm was the highest 

among the five enhancement methods.  

 

Fig. 8 is the histogram of Fig. 6. Among them, Fig. 8a is the histogram of the original image, 

whose gray was mainly concentrated under 0.23. Fig. 8b concentrated on gray between 

0.58~1, so the image was bright, however, the enhanced image with the proposed method in 

Fig. 8f had well distributed gray between 0~0.53 and 0.92~0.96. The image’s dynamic range 

stretching and visual effect had been improved and some darker details were seen more 

clearly. In short, whether from a subject or object aspect, to evaluate image enhancement 

effect, the comparative experimental results indicate that the proposed MR image contrast 

enhancement method produced a better outcome, which improved the image’s visual effects 

proving to be of greater assistance for diagnosis. 

 



 INT. J. BIOAUTOMATION, 2016, 20(2), 265-278 
 

 276 

                
      (a)                                                                  (b) 

         
(c)                                                                      (d) 

        
(e)                                                                        (f) 

Fig. 8 Histogram comparison of images:  

(a) Fig. 6a, (b) Fig. 6b, (c) Fig. 6c, (d) Fig. 6d, (e) Fig. 6e, (f) Fig. 6f. 

 

Conclusion 
We proposed an efficient and simple method for MR image contrast enhancement based on 

WBCT. Using a multi-directional and multi-scale of WBCT to express image features, image 

contrast was enhanced with two nonlinear enhancement operators by processing each sub-

band coefficients. Cycle spinning was introduced for WBCT to eliminate image distortion due 

to the WBCT lacking in translation invariance. The proposed method focused on improving 

the visibility of image based on quality metrics like PSNR, H, CII, EPI. The method was 

tested on MR images and compared with four enhancement methods. Some exciting results 

were obtained which prove that the proposed method can effectively enhance subtle features 

while suppressing noise and preserving the main structures. The difficult problem of noise 
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amplification and contrast enhancement was solved, which provides greater assistance for 

diagnosing diseases from MR images. For further research, the running time of the 

enhancement algorithm in real time still needs improvement. 
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