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Abstract: Hand-dorsa vein recognition using a convolutional neural network is presented. 

Our network contains five convolutional layers and three full connected layers, which have 

high recognition and more robust. The experimental results on the self-established database 

with the proposed CNN achieves 98.02% in training part and 97.65% in testing part, 

which demonstrates the effectiveness of the proposed CNN. 
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Introduction 
Biometrics is an automatic user authentication technology, which uses human physiological 

and/or behavioral characteristics with several desirable properties like universality, 

distinctiveness, permanence, and acceptability. In recent years, there has been an increasing 

interest in vein recognition, which is motivated by the advantages of live identification, non-

invasive, and non-contact image capture, and high security over other biometric recognition 

techniques (e.g., fingerprint, face, iris, voice, gait, etc.) [11, 23, 24]. 

 

Commonly, the vein recognition technique involves image acquisition, vein image 

preprocessing, vein image feature extraction and representation, classifier design and vein 

recognition [10]. The most important and difficult part, in reality, is the feature extraction 

methods design, many efforts have been contributed to developing an effective feature 

extraction method towards vein recognition. The related work can be classified into three 

groups. The methods in the first group, which refers to the repeated line tracking method [1], 

the maximum curvature point method [3], the mean curvature [21] and the Gabor filter [22], 

are based on observation on the geometric shape or topological structure of the vein image. 

In these methods, the vein network is segmented firstly, and then the topological feature of the 

vein network is extracted for matching. However, the results of the geometrical models are 

usually unsatisfied due to the fact that segmentation results of low-quality images are often 

inaccurate. Vein texture descriptors based on the binary code are adopted in the second group, 

which covers the local binary pattern (LBP) [13], the local line binary pattern (LLBP) [8], 

the personalized best bit map (PBBM) [20], etc. These methods transform the image matrix 

into a 1-D or 2-D feature matrix. The characteristic of being sensitive to the translation and 

rotation of input image, however, would result in bad recognition performance. To overcome 

these problems, a multimodal biometric system is employed in the last group, which combines 

the evidence obtained from hand vein and other traits. Wang et al. [19] proposed the supervised 

local-preserving canonical correlation analysis method (SLPCCAM) to generate fingerprint-
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vein feature vectors in feature-level fusion. Finger vein and finger dorsal texture were fused 

using the proposed holistic fusion and non-linear fusion methods at the score level in [22]. 

Fan et al. [2] integrated finger vein and finger geometry by means of SVM-based core level 

fusion. However, along with the higher accuracy, a variety of limitations appear in multimodal 

biometric systems, such as the longer recognition time, the higher cost for multiple high-quality 

sensors and the more inconvenience to user. All the methods mentioned above, hand-crafted 

feature representation models, cannot ensure high recognition accuracy, well robust 

performance.  

 

In recent years, deep learning has been successfully applied for computer vision, image 

processing and natural language processing. In the light of their powerful capacity for feature 

representation, some researchers brought them into biometrics. Several deep learning models 

such as in [14-16] have been built for face verification and have shown great success on the 

LFW face dataset. In [17] task-specific transfer learning has been applied to identification and 

gender recognition with hand-dorsa vein information. Inspired by this idea, we propose, in this 

paper, a convolutional neural network (CNN) model for hand-dorsa vein recognition. Our 

network contains five convolution layers, three full connected layer, which has high recognition 

and more robust. The experimental results on the lab-made hand-dorsa vein database with the 

proposed CNN achieves 98.02% in training part and 97.65% in testing part, which demonstrates 

the effectiveness of the proposed CNN. 

 

Lab-made hand-dorsa vein database 
To obtain a persuasive and satisfactory classification result, a comprehensive hand-dorsa vein 

database is built containing 40 volunteers whose ages vary from 19 to 62. For each sample, 

20 hand-dorsal vein images were acquired in two specifically set sessions separated by a time 

interval of more than 10 days, and at each time, five images were acquired from each subject at 

the wavelength of 850 nm. To the fullest of the dorsal vein information, we set the size of the 

images as 460×680 with extremely high-quality.  

 

Fig. 1 shows some samples of home-made database. The ROI (Region-Of-Interest) extraction 

[18] process specifically designed for this database is conducted followed by the grey and size 

normalization, which is as shown Fig. 2. Since the number of train data is insufficient for 

learning the many parameters and weights of five convolutional layers, three full connected 

layers and a hidden layer on CNN. The number of train data is increased through data 

augmentation for this research, which using existing data such as flip, translation or rotation to 

create more data, to make the neural network have better generalization effect. After data 

augmentation, we establish a hand-dorsa vein database which includes 50000 train sets and 

10000 test sets. 

 

     

Fig. 1 Samples of home-made database 
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Fig. 2 Input samples after ROI extraction process and normalization 

 

Proposed CNN architecture 
As mentioned earlier, the proposed CNN architecture contains five convolutional layers, three 

full connected layers, as shown in Table 1. The input image size is set to 128×128, and in the 

1st convolutional layer, 32 filers of 5×5 are used. Hence, the size of the feature map is 

124×124×32 in the 1st convolutional layer, where 124 and 124 are the height and width of the 

feature map respectively. The rectified linear unit (Relu) layer can be expressed as follows 

[4, 12]: 

 

 max 0,Y x , (1) 

 

where x and y are the input and output value of the Relu function, respectively. The feature map 

obtained by passing the Relu layer (relu1) passes the 2nd convolutional layer and the Relu layer 

(relu2) before passing the max-pooling layer (pool1), as shown in Table 1.  

 

Table 1. The architecture of CNN in our experiment 

Layer  

type 

Number  

of filter 

Size  

of feature map 

Size  

of kernel 

Number  

of strides 

Number  

of padding 

Image  

input layer 
128 (height) × 128 (width) × 3 (channel/RGB) 

Conv1 

Relu1 
32 124×124×32 5×5 1×1 0×0 

Conv2 

Relu2 

Pool1 

64 
120×120×64 

60×60×64 
5×5 1×1 0×0 

Conv3 

Relu3 

Pool2 

128 
50×50×128 

25×25×128 
11×11 1×1 0×0 

Conv4 

Relu4 
256 15×15×256 11×11 1×1 0×0 

Conv5 

Relu5 
512 15×15×512 15×15 1×1 0×0 

Ip1 

Relu6 

Drop6 

4096 1×1×4096 1×1 1×1 0×0 

Ip2 

Relu7 

Drop7 

4096 1×1×4096 1×1 1×1 0×0 

Ip3 40 40    
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Because 64 filers of 5×5 are used in 2nd convolutional layer, the feature map is 120×120×64 

and the feature map in the max-pooling layer (pool1) is 60×60×64. The feature map passes the 

third convolutional layer, the relu3 layer and the pool2 layer. In third convolutional layer, 

128 filers of 11×11 are used, therefore, their feature map is respectively 50×50×128, 

50×50×128, 25×25×128. In fourth convolutional layer, 256 filers of 11×11 are used, and the 

feature map is 15×15×256. After passing the fifth convolutional layer, a feature map of 

1×1×512 pixels is finally obtained.  

 

After the input image of 128×128×3 pixels passes the 5 convolutional layers, 5 Relu layers and 

2 pooling layers, a feature map of 1×1×512 pixels is finally obtained. In addition, it passes the 

three full connected layers (FCLs) The numbers of output nodes of the 1st, 2nd and 3rd FCLs are 

4096, 4096, 40. For the 3rd FCL, the Softmax function is used, which is expressed as: 

 

1

( )
pi

i R pn

n

e
p

e







. (2) 

 

As shown in Eq. (2), given that the array of output neurons is set as p, the probability of neurons 

corresponding to the i-th class can be calculated by dividing the value of the i-th element by the 

summation of the values of all the elements. 

 

Commonly, CNN has an over-fitting problem, which can lead to low recognition accuracy, 

to solve this problem, this paper uses dropout methods [7], which can reduce the effects of the 

over-fitting problem. In our experiment, we adopt the dropout probability of 50% to disconnect 

between the previous and the next layer. 

 

Experiments and analysis 
This paper presents a novel method for personal identification of hand-dorsa vein patterns using 

a CNN. The database used in our experiment is a lab-made database named CUMT-Hand-Dorsa 

Vein, which contains 50000 train sets and 10000 test sets by data augmentation. 

 

Our network is trained using SGD in caffe, and the input image size is set to 128×128. We train 

using mini-batch size 32 and the maximum of iterations is 9000. The initial learning rate is set 

to 0.001, and is divided by 10 at 33%, and 66% of the total number of training iterations. We use 

a weight decay of 5×10-3 and a Nesterov momentum of 0.9 without dampening. 

The experimental results on the lab-made hand-dorsa vein database with the proposed CNN 

achieves 98.02% in the training part and 97.65% in the testing part. 

 

The paper also tries the classical hand-crafted feature model including a library for Support Vector 

Machines (LIBSVM) [5, 9], and the multi feature and multi classifier, a dorsal hand vein 

recognition algorithm based on establishing and fusing multi Hidden Markov Models (MFMC) 

[6] on CUMT-Hand-Dorsa Vein database to evaluate the performance of feature learning model 

together with hand-crafted model. The recognition result is shown in Table 2. 

 

Table 2. Recognition rate comparison of different methods 

Experiment method Recognition rate, (%) 

LIBSVM 88.62 

MFMC 89.55 

Proposed CNN 98.06 
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It can be concluded from Table 2 that the proposed CNN model could perform better than the 

traditional model. What is more, the proposed CNN model has more robust. 

 

In our experiment, in order to demonstrate the effectiveness of the proposed method, we also 

visualize the feature map of the 1st convolution layer, which is shown in Fig. 3.  

 

    
 

(a) original feature map (b) heat feature map 

Fig. 3 A feature map of the 1st convolutional layer 

 

It can be concluded from Fig. 3 that our proposed CNN could effectively learn hand-dorsa vein 

information, (a) is the original feature map, (b) is the convolution feature that the network learns, 

as shown in the red block of heat feature map, the red block represents the edge information of 

hand-dorsa vein features learned by the proposed method.  

 

Conclusion 
In this paper, a Hand-Dorsa Vein recognition method based on CNN is proposed. Our network 

contains five convolution layers, three full connected layers, which have high recognition and 

are more robust. The experimental results on the lab-made hand-dorsa vein database with the 

proposed CNN achieve 98.02% in the training part and 97.65% in testing part, which 

demonstrates the effectiveness of the proposed CNN. In the future work, we will enrich the 

current database to evaluate the efficiency of the proposed CNN model, and the proposed CNN 

model will be tested with finger-vein database and palm-vein database. 
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